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A new recursion for Bressoud’s polynomials
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Abstract: A new recursion in only one variable allows very simple verifications of Bressoud’s polynomial
identities, which lead to the Rogers-Ramanujan identities. This approach might be compared with an earlier
approach due to Chapman. Applying the q-Chu-Vandermonde convolution, as suggested by Cigler, makes
the computations particularly simple and elementary. The same treatment is also applied to the Santos
polynomials and perhaps more polynomials from a list of Rogers-Ramanujan like polynomials [1].
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1. Bressoud’s polynomial identities

Let

An =
n

∑
k=0

qk2
[

n
k

]
,

Bn = ∑
j∈Z

(−1)jq
j(5j−1)

2

[
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,
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]
,

and

Dn = ∑
j∈Z

(−1)jq
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2
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]
,

where [nk] is a q-binomial coefficients [2], defined by[
n
k

]
:=

(q; q)n

(q; q)k(q; q)n−k
with (x; q)m := (1− x)(1− xq) . . . (1− xqm−1).

This notation is the most common one for q-binomial coefficients, and there is no danger to mix them
up with Stirling cycle numbers, as they don’t appear in this paper. When the need arises to distinguish the
q-parameter, the notation [nk]q is used. For the reader’s convenience, the basic recursions will be given here:

[
n
k

]
= qk

[
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]
+

[
n− 1
k− 1

]
, and

[
n
k

]
=

[
n− 1

k

]
+ qn−k

[
n− 1
k− 1

]
.

Bressoud [3] proved that An = Bn and Cn = Dn and that taking the limit n → ∞ leads to the celebrated
Rogers-Ramanujan identities. Since it is well documented in the literature how to take this limit we will not
repeat this here and concentrate on the polynomial identities. The Bressoud polynomials An and Cn are not
the only finitizations of the celebrated Rogers-Ramanujan identities, but arguably the simplest and prettiest.
More information about finite versions of Rogers-Ramanujan type identities can be found in the encyclopedic
paper [1].

Chapman [4] found a simple and elementary approach, and it was used in [2] almost without change. A
different simple proof was provided by Cigler [5] a few years later.
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Chapman’s method consists in showing that both sides of the identity satisfy the same recursion. This
recursion is, however, in two variables. Also, auxiliary sequences needed to be introduced.

Here, we use a different (although related) recursion that depends only on one variable, and requires no
auxiliary sequences.

It is easy to check that the first two values of the sequences also coincide, so that the sequences themselves
coincide.

There are other approaches to deal with Bressoud’s polynomials and extensions, like [6]. Here, we try to
make everything as simple and elementary as possible.

In a final section, we apply the same machinery to the so-called Santos polynomials [7]. They belong to
another pair of Rogers-Ramanujan type identities, and there is hope that even more such polynomials can be
treated along the lines of this note, since Zeilberger’s algorithm is helpful to establish the relevant recursions.

2. The first identity

It is a routine computation to verify that[
n
k

]
− (1 + q− qn)

[
n− 1

k

]
− q2n−2k

[
n− 1
k− 1

]
+ q(1− qn−1)

[
n− 2

k

]
= 0. (1)

Finding this and related relations depends either on Zeilberger’s algorithm or an approach of creating a
sufficient amount of data and spotting patterns. This is to some extent the fruit of year-long experience with
experimentation. Multiplying (1) by qk2

and summing over nonnegative integers k leads to the recursion

An − (1 + q− qn + q2n−1)An−1 + q(1− qn−1)An−2 = 0.

It is more of a challenge to show the recursion

Bn − (1 + q− qn + q2n−1)Bn−1 + q(1− qn−1)Bn−2 = 0, (2)

which we will do now.
Cigler [5] used the q-Chu-Vandermonde convolution to expand[

2n
n− 2j

]
= ∑

k
q(k−j)(k+j)

[
n

k− j

][
n

k + j

]
and consequently

Bn = ∑
k

qk2
f (n, k)

with

f (n, k) := ∑
j
(−1)jq

j(3j−1)
2

[
n

k− j

][
n

k + j

]
.

This identity has (of course) a long history. This identity is at the core of the analysis of Durfee squares [8],
but can also be derived from classical q-hypergeometric identities (q-Dougall, q-Dixon, . . . ), as already pointed
out by Cigler himself, with a reference to Warnaar [6]. It is, however, quite striking, that this polynomial
identity can be used in elementary proofs related to Bressoud’s polynomials.

One can actually compute f (n, k) = [nk], but this will play no role in our proof. We want to demonstrate
that one only needs simple recursions for f (n, k) that appear already in [5] but are repeated here for
completeness. For that, only the recursions for the q-binomial coefficients are needed. (These recursions are
the two standard recursions that prove f (n, k) = [nk] anyway.) The reason to keep this level of simplicity is that
in other instances of polynomial recursions it might not be so easy to get a simple form. We start with
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since the last sum, on the substitution j→ −j + 1, turns into its own negative. Similarly,
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by the same reasoning. Therefore
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2
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A very similar computation leads to
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= qk f (n− 1, k) + f (n− 1, k− 1). (3)

Now we can prove that the sequence Bn satisfies the recursion (2), which means that

∑
k

qk2
f (n, k)− (1 + q− qn)∑

k
qk2

f (n− 1, k)− q2n ∑
k

qk2−2k f (n− 1, k− 1) + q(1− qn−1)∑
k

qk2
f (n− 2, k) = 0.

We claim that even

f (n, k)− (1 + q− qn) f (n− 1, k)− q2n−2k f (n− 1, k− 1) + q(1− qn−1) f (n− 2, k) = 0.

Using the recursion (3), this is equivalent to

qn−k f (n− 1, k− 1)− (q− qn) f (n− 1, k)− q2n−2k f (n− 1, k− 1) + q(1− qn−1) f (n− 2, k)

= (qn−k − q2n−2k) f (n− 1, k− 1)− (q− qn)( f (n− 1, k)− f (n− 2, k))

= (qn−k − q2n−2k) f (n− 1, k− 1)− (q− qn)qn−k−1 f (n− 2, k− 1)

= 0.

This may be further reduced to

(1− qn−k) f (n− 1, k− 1)− (1− qn−1) f (n− 2, k− 1)

= f (n− 1, k− 1)− f (n− 2, k− 1)− qn−k( f (n− 1, k− 1)− qk−1 f (n− 2, k− 1))

= qn−k f (n− 2, k− 2)− qn−k f (n− 2, k− 2) = 0,
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which is now obvious.

Remark 1. The two coupled recursions appearing in [4] can be transformed into the recursion (2). This goes
as follows, starting from

Bn = Bn−1 + qnDn−1,

Dn − qnBn = (1− qn)Dn−1.

Eliminating Dn−1 from the second equation and replacing it in the first equation leads to

(1− qn)Bn = (1− qn)Bn−1 + qnDn − q2nBn

= (1− qn)Bn−1 +
1
q
(Bn+1 − Bn)− q2nBn.

Rearranging this leads to

Bn+1 = (q− qn+1 + 1 + q2n+1)Bn − q(1− qn)Bn−1.

Replacing n by n− 1 leads to the recursion (2).

The approach in the present paper is to find the second order recursion (in only one variable) directly,
which will be used in the sequel for the second identity, as well as for the Santos-polynomials. Fortunately, the
q-Zeilberger algorithm helps to find it if one does not see it otherwise. In the instance of Santos-polynomials,
the recursions (4), (5) are readily found with a computer, but an elimination using auxiliary sequences would
be a more elaborate process.

3. The second identity

From (1) we get[
n
k

]
− (1 + q− qn)

[
n− 1

k

]
− q2n−2k

[
n− 1
k− 1

]
+ q(1− qn−1)

[
n− 2

k

]
= 0,

multiplying this by qk2+k and summing over all nonnegative integers k we are led to the recursion

Cn − (1 + q− qn + q2n)Cn−1 + q(1− qn−1)Cn−2 = 0.

Now we will deduce the recursion

Dn − (1 + q− qn + q2n)Dn−1 + q(1− qn−1)Dn−2 = 0

as well. The q-Chu-Vandermonde formula leads to[
2n + 1
n− 2j

]
= ∑

k
qk2+k−j2+j

[
n + 1

k + 1− j

][
n

k + j

]
,

and therefore

Dn = ∑
j
(−1)jq

j(5j−3)
2 ∑

k
qk2+k−j2+j

[
n + 1

k + 1− j

][
n

k + j

]
= ∑

k
qk2+k ∑

j
(−1)jq

j(3j−1)
2

[
n + 1

k + 1− j

][
n

k + j

]
= ∑

k
qk2+k f (n, k).
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From (1), viz.

f (n, k)− (1 + q− qn) f (n− 1, k)− q2n−2k f (n− 1, k− 1) + q(1− qn−1) f (n− 2, k) = 0

we get, upon multiplication with qk2+k and summing over all nonnegative integers k

Dn − (1 + q− qn)Dn−1 − q2nDn−1 + q(1− qn−1)Dn−2 = 0,

as claimed.

4. Santos polynomials

The Santos polynomials are defined as

Sn := ∑
0≤2k≤n

q2k2
[

n
2k

]
.

The are used to prove identities A.39 and A.38 from the list [1].
We start from [

n + 2
2k

]
− (1 + q)

[
n + 1

2k

]
+ q

[
n
2k

]
− q2n+4−4k

[
n

2k− 2

]
= 0. (4)

Multiplying this by q2k2
and summing, we find the recursion

Sn+2 − (1 + q)Sn+1 + (q− q2n+2)Sn = 0.

(Originally, it was found using Zeilberger’s q-EKHAD algorithm.)
The alternative form for the Santos polynomials, as to be shown, is

Sn = ∑
j

q4j2−j
[

n
b n+1

2 c − 2j

]
q2

.

The q-Chu-Vandermonde formula leads to[
n

b n+1
2 c − 2j

]
q2

= ∑
k

[
d n

2 e
k + j

]
q2

[
b n

2 c
k− j

]
q2

q2k2−2j2 .

Therefore

Sn = ∑
k

q2k2
g(n, k)

with

g(n, k) = ∑
j

q2j2−j
[
d n

2 e
k + j

]
q2

[
b n

2 c
k− j

]
q2

.

Using only the recursions for the q-binomial coefficients, a tedious computation leads to

g(n + 2, k)− (1 + q)g(n + 1, k) + q g(n, k)− q2n+2−2kg(n, k− 1) = 0.

Multiplying this by q2k2
and summing over all nonnegative integers k, we find the recursion

Sn+2 − (1 + q)Sn+1 + (q− q2n+2)Sn = 0.

Since the recursion for g(n, k) defines, together with some initial conditions, the sequence uniquely, this
also shows that g(n, k) = [ n

2k].
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There is a second family of Santos polynomials, defined by

Tn := ∑
0≤2k+1≤n

q2k2+2k
[

n
2k + 1

]
.

We start from [
n + 2
2k + 1

]
− (1 + q)

[
n + 1
2k + 1

]
+ q

[
n

2k + 1

]
− q2n+2−4k

[
n

2k− 1

]
= 0. (5)

Multiplying this by q2k2+2k and summing leads to

Tn+2 − (1 + q)Tn+1 + (q− q2n+2)Tn = 0.

The alternative form for the second family of Santos polynomials, as to be shown, is

Tn = ∑
j

q4j2−3j
[

n
b n+2

2 c − 2j

]
q2

.

The q-Chu-Vandermonde formula leads to[
n

b n+2
2 c − 2j

]
q2

= ∑
k

[
b n

2 c
k + j

]
q2

[
d n

2 e
k + 1− j

]
q2

q2k2+2k−2j2+2j

and therefore
Tn = ∑

k
q2k2+2kh(n, k),

with

h(n, k) := ∑
j

q2j2−j
[
b n

2 c
k + j

]
q2

[
d n

2 e
k + 1− j

]
q2

.

Another elementary computation leads to

h(n + 2, k)− (1 + q)h(n + 1, k) + q h(n, k)− q2n−2kh(n, k− 1) = 0.

Multiplying this by q2k2+2k and summing leads to

Tn+2 − (1 + q)Tn+1 + (q− q2n+2)Tn = 0,

as desired. Additionally, we find h(n, k) = [ n
2k+1].

5. Future work

We think it would a challenge to go through Sills list [1] and make the present approach working for as
many examples as possible. What we have done so far, is apart from the Bressoud polynomials, dealing with
the Santos polynomials, related with A.39/A.38 from Sills (=Slater’s) list.

Here is another example, which seems to be interesting, related to A.79(=A.98). Consider the polynomials

Un = ∑
k

qk2
[

n + k
2k

]
.

Zeilberger’s algorithm produces[
n + 2 + k

2k

]
− (1 + q)

[
n + 1 + k

2k

]
− q2n+4−2k

[
n + k
2k− 2

]
+ q

[
n + k

2k

]
= 0,

respectively.
Un+2 − (1 + q + q2n+3)Un+1 + q Un = 0. (6)
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The alternative form is

Un = ∑
j

q15j2−j
[

2n
n− 5j

]
−∑

j
q15j2−11j+2

[
2n

n + 2− 5j

]
,

and the challenge would be to show that these polynomials also satisfy the recursion (6). One possible way to
do that would be to split the sum into even indices 2j and odd indices 2j + 1. The resulting terms of the form
[ 2n
n+c−10j] could then be split with the q-Chu-Vandermonde into two factors of the form [ n

k+d±5j]. To work out
the details might be a bit unpleasant, though.
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