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Abstract: A pseudo walk matrix Wv of a graph G having adjacency matrix A is an n× n matrix with columns
v, Av, A2v, . . . , An−1v whose Gram matrix has constant skew diagonals, each containing walk enumerations
in G. We consider the factorization over Q of the minimal polynomial m(G, x) of A. We prove that the rank
of Wv, for any walk vector v, is equal to the sum of the degrees of some, or all, of the polynomial factors of
m(G, x). For some adjacency matrix A and a walk vector v, the pair (A, v) is controllable if Wv has full rank.
We show that for graphs having an irreducible characteristic polynomial over Q, the pair (A, v) is controllable
for any walk vector v. We obtain the number of such graphs on up to ten vertices, revealing that they appear
to be commonplace. It is also shown that, for all walk vectors v, the degree of the minimal polynomial of
the largest eigenvalue of A is a lower bound for the rank of Wv. If the rank of Wv attains this lower bound,
then (A, v) is called a recalcitrant pair. We reveal results on recalcitrant pairs and present a graph having the
property that (A, v) is neither controllable nor recalcitrant for any walk vector v.

Keywords: Pseudo walk matrix, minimal polynomial, matrix rank, controllable pairs, recalcitrant pairs.

MSC: 05C25, 05C50.

1. Preliminaries

L et G be a simple graph with vertex set V(G) = {1, 2, . . . , n}, having neither loops nor multiple edges.
The adjacency matrix A is the n× n matrix whose ijth entry is 1 if vertices i and j are connected by an

edge and is 0 otherwise.
Let I denote the identity matrix. The kth column of I is ek for all k. The characteristic polynomial |xI−A|

of A, denoted by φ(G, x), is a monic polynomial with integer coefficients. Since the edges of G are undirected,
A is symmetric and the roots of φ(G, x), which are the eigenvalues of A (or of G), are real numbers. Thus,
the eigenvalues of G are n totally real algebraic integers, with possible repetitions. A simple eigenvalue is a
simple root of φ(G, x). As we shall see in the next sections, we shall be focusing on the s distinct eigenvalues
λ1 > . . . > λs of G, largely ignoring their multiplicities. To this end, if φ(G, x) = ∏s

k=1(x− λk)
qk , where qk is

the multiplicity of λk for all k, then we denote the product of distinct factors ∏s
k=1(x− λk) by m(G, x). Since A

is symmetric, it is diagonalizable; thus, m(G, x) is the matrix minimal polynomial of A.
By differentiating ∏s

k=1(x− λk)
qk with respect to x to obtain φ′(G, x), we discover that λ is a multiple root

of φ(G, x) if and only if it is also a root of φ′(G, x). Thus, we have the following theorem.

Theorem 1. m(G, x) = φ(G, x) if and only if φ(G, x) and φ′(G, x) have no common polynomial factors.

In this paper, we propose to consider the factorization of the minimal polynomial m(G, x) over Q, rather
than that over R, the latter of which yields the distinct eigenvalues of G. This will reveal a restriction on the
possible values of the rank of any walk matrix of G.

The rest of the paper is structured as follows. The next section shall present elementary results on minimal
polynomials of roots of m(G, x). Section 3 reminds the reader of the basic results on walks of graphs, then
presents the concepts of pseudo walk matrices and their walk vectors, originally introduced in [1]. The
following section mentions the important results from that paper that relate to pseudo walk matrices, which
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leads to the significant result in Theorem 12 that restricts the matrix rank of any pseudo walk matrix to a few
possible values depending on the factorization of m(G, x).

Section 5 provides a brief preliminary on the control theoretic aspects relevant to this paper, leading
to the justification for generalizing controllable pairs (A, v) to the case where v is a walk vector. The next
section focuses on graphs having an irreducible characteristic polynomial, which are shown to occur relatively
frequently. For such graphs, it is proved that (A, v) is controllable for all walk vectors v. Further interesting
results on controllable pairs are provided in Section 7. The final section introduces recalcitrant pairs, which, in
a sense, are the direct opposite of controllable pairs because they occur when the rank of a pseudo walk matrix
attains the lower bound set by Theorem 12. Several related results on recalcitrant pairs are revealed.

2. Minimal polynomials of eigenvalues

A polynomial p(x) with integer coefficients (of positive degree) is called primitive if its coefficients have
no common integer factors other than ±1. Since both m(G, x) and φ(G, x) are monic, they are clearly both
primitive. The following lemma tells us that monic polynomials with coefficients in Q must have integer
coefficients whenever their product has integer coefficients.

Lemma 1. Let p1(x) and p2(x) be two monic polynomials with rational coefficients, both having degree at least one.
Suppose p(x) = p1(x) p2(x) is a monic polynomial with integer coefficients. Then the coefficients of both p1(x) and
p2(x) are integers.

Proof. Rewrite p1(x) and p2(x) as 1
a (a p1(x)) and 1

b (b p1(x)) respectively, where the integers a and b are
chosen such that a p1(x) and b p2(x) are primitive polynomials with integer coefficients. By Gauss’ Lemma
[2], the product (a p1(x))(b p2(x)), or (ab) p(x), is also primitive. But p(x) is a monic polynomial with integer
coefficients; consequently, it is primitive itself. This is only possible if ab = ±1. Hence p1(x) and p2(x) actually
have integer coefficients, as required.

Theorem 2. If f (x), a polynomial with rational coefficients, is a factor of a monic polynomial with integer coefficients,
then f (x) is monic and has integer coefficients.

Even though Theorem 2 appears to be basic, it will have important implications later on in this paper.
Let us consider the minimal polynomial (in field theory) of each eigenvalue λk of A.1 For all eigenvalues

λk, this is the (monic) polynomial pk(x) with integer coefficients having the smallest possible degree that
satisfies pk(λk) = 0. The algebraic conjugates of λk are all the roots of its minimal polynomial, including
λk itself. Thus, the conjugates of λk are also eigenvalues of A, otherwise m(G, x) would not have integer
coefficients.

Thus, we decompose the set of distinct eigenvalues Λ = {λ1, . . . , λs} into r mutually disjoint subsets
Λ1, . . . , Λr. Two eigenvalues are in the same set Λi if and only if they are algebraic conjugates. We note that,
for all i, |Λi|, the cardinality of set Λi, is the degree of the minimal polynomial shared by each of its elements; in
particular, Λi has only one element if and only if its element is an integer. We define the minimal polynomial of
Λi (for some i) to be that of any of its elements; we denote this by m(Λi). Thus, at worst, r = s and Λ would be
split into s singletons Λ1 = {λ1}, . . . , Λs = {λs}. This happens when all the distinct eigenvalues of the graph
G are integers, in which case G is an integral graph [3, Section 8.4]. At the other end of the spectrum, r could
be equal to 1 and m(G, x) would then be irreducible over Q. In this case, all the s eigenvalues are conjugates,
and we only have one set Λ1 = {λ1, . . . , λs}. We shall focus on this case in Section 6, as it seems to be quite
common.

Example 1. The eigenvalues of the adjacency matrix of the cycle C7 on seven vertices are Λ =

{2, 1.247,−0.445,−1.802}, all of which are repeated twice except for the eigenvalue 2. The characteristic
polynomial of C7 is x7− 7x5 + 14x3− 7x− 2, which factorizes into (x− 2)(x3 + x2− 2x− 1)2. Thus m(C7, x) =

1 This paper requires the reader to distinguish between the minimal polynomial of A, denoted by m(G, x), and the minimal polynomial
of each eigenvalue λk . The fact that mathematics uses the same terminology for both is unfortunate.
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(x − 2)(x3 + x2 − 2x − 1) = x4 − x3 − 4x2 + 3x + 2. Hence m(Λ1) = x − 2 and m(Λ2) = x3 + x2 − 2x − 1.
Moreover, the set Λ decomposes into Λ1 = {2} and Λ2 = {1.247,−0.445,−1.802}.

3. Walks and Pseudo walk matrices

A walk of length ` on G, starting from vertex j and ending at vertex k, is a sequence of ` + 1 vertices
v1, v2, . . . , v`+1 (not necessarily distinct) such that v1 = j, v`+1 = k and every two consecutive vertices in the
sequence are connected by an edge in G.

Let S be any subset of the Cartesian product V2 = V(G)× V(G). If u = (j, k) ∈ S, then w`({u}) is the
number of walks of length ` in G that start at j and end at k. It is well-known that

w`({u}) =
[
A`
]

jk
, (1)

the entry of A` in the jth row and kth column [3, Proposition 1.3.4]. We shall consider the total number of such
walks for all u ∈ S, which we denote by w`(S). In other words, we define

w`(S) = ∑
u∈S

w`({u}). (2)

If S is deducible from the context, then we occasionally shorten the notation w`(S) to w`.
Since the matrix inverse (I− xA)−1 may be expanded into the formal power series ∑∞

j=0 Ajxj, the entry[
(I− xA)−1]

jk, or eT
k (I− xA)−1ej, can be written as the formal power series w0 + w1x + w2x2 + w3x3 + · · · ,

where w0, w1, w2, . . . are, respectively, the number of walks of length 0, 1, 2, . . . starting from vertex j and ending
at vertex k. Thus, for any S ⊆ V2,

∑
(j,k)∈S

[
(I− xA)−1

]
jk
= w0(S) + (w1(S))x + (w2(S))x2 + · · · .

In particular, if S = V1×V2, where V1 and V2 are both subsets of V(G), then the left hand side of the above
relation would be simply bT

1 (I− xA)−1b2, where b1 is the 0–1 vector where, for all k, its kth entry is equal to 1
if and only if k ∈ V1, and b2 is defined analogously for V2. We say that each of b1 and b2 is an indicator vector
for V1 and V2 respectively.

In the literature, the walk matrix W of G is generally taken to be the n × n matrix where, for all k,
its kth column is the vector Ak−1j, where j is the n × 1 vector of all ones [4–6]. By (1) and (2), [W]jk =

wk−1(Sj), where Sj = {j} × V(G). Other authors additionally consider walk matrices of the form Wb =(
b Ab A2b · · · An−1b

)
, where b is any 0–1 vector [1,7,8]. The jkth entry of Wb is equal to wk−1(S′j),

where S′j = {j} × B and B is the subset of V(G) such that b is its indicator vector.
It is clear that

Wb
TWb =



bTb bTAb bTA2b · · · bTAn−1b

bTAb bTA2b bTA3b . . .
bTAnb

bTA2b bTA3b . . . . . .
bTAn+1b

... . . . . . . . . . ...
bTAn−1b bTAnb bTAn+1b · · · bTA2n−2b


(3)

and for all j and k,
[
Wb

TWb

]
jk
= wj+k−2(B× B). Since Wb

TWb has constant skew diagonals, it is a so-called

Hankel matrix, so we denote it by Hb. The matrix Hb is the Gram matrix of the columns of Wb. It is well-known
that Hb and Wb have the same matrix rank [9, Section 0.4.6(d)].

In this paper, we go even further, considering Hankel matrices whose jkth entry is wj+k−2(S), where S
is any subset of V2. The author of this paper had considered such matrices in [1]. In that paper, it was
proved that for any S, there exists a vector v (indeed, often more than one) such that the Gram matrix
of the columns v, Av, A2v, . . . , An−1v is the Hankel matrix Hv whose constant skew diagonal entries are
w0(S), w1(S), . . . , w2n−2(S). The matrix Wv =

(
v Av A2v · · · An−1v

)
is called a pseudo walk matrix,
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because its entries are usually not walk enumerations, even though the matrix Hv = Wv
TWv, as already

mentioned, contains the walk enumerations w0(S), w1(S), . . . , w2n−2(S) on its constant skew diagonals.

Definition 3 ([1]). A pseudo walk matrix Wv associated with S ⊆ V2 is the n × n matrix with columns
v, Av, A2v, · · · , An−1v such that the entries of the Hankel matrix Hv = Wv

TWv satisfy [Hv]ij = wi+j−2(S)
for all i and j. The vector v in the previous sentence is a walk vector associated with S. If v is a 0–1 vector, then
Wv may be simply called a walk matrix associated with S.

It is proved in [1, Theorem 2.1] that any two distinct walk vectors v1 and v2 associated with a fixed S ⊆ V2

produce two different pseudo walk matrices Wv1 and Wv2 having the same matrix rank. This fact ensures that
any walk vector associated with S, no matter how unusual (some walk vectors may even contain imaginary
entries) is fine, keeping in mind that the rank of Wv is significant to the controllability aspects of the graph G,
as we shall see later in Section 5.

We note that if the rank of Wv is R, then the n× c matrix
(

v Av · · · Ac−1v
)

has rank R for all c ≥ R.

This is because, for any vector v, we may write down the list of vectors v, Av, A2v, . . . , Akv, stopping this list
when the last vector is linearly dependent on the previous ones. When this happens, Akv = ∑k−1

j=0 ajAjv for

some scalars aj. But by premultiplying both sides of this equation by Ai, for i a positive integer, we realize that
Ai+kv may also be written as a linear combination of the vectors v, Av, . . . , Ak−1v. Consequently, we may say
that the rank of Wv is the number R such that the vectors v, Av, A2v, . . . , AR−1v are linearly independent but
the vectors v, Av, A2v, . . . , ARv are linearly dependent.

Because of this, in certain papers such as [1,10], walk matrices are not n× n matrices but n× R matrices,
where R is as defined in the previous paragraph. We distinguish between the n × n pseudo walk matrices
defined in Definition 3 from these n× R pseudo walk matrices by denoting the latter by Wv.

Earlier, we mentioned that, for a pseudo walk matrix of rank R, there must exist scalars aj such

that ARv = ∑R−1
j=0 ajAjv. This may be rewritten as ARv = Wvc, where c =

(
a0 a1 · · · aR−1

)T
.

Clearly the matrix
(

Av A2v · · · ARv
)

is equal to Wv

(
e2 e3 · · · c

)
. Alternatively, AWv = WvCv,

where the R × R matrix Cv is the companion matrix
(

e2 e3 · · · c
)

of Wv [9,10]. By expanding the
determinant |xI−Cv| along its last column using the Laplace determinant expansion, the characteristic
polynomial of Cv is seen to be xR − aR−1xR−1 − aR−2xR−2 − · · · − a0. We denote this polynomial by
φv(x) and call it the companion polynomial of Wv (or of Wv). Note that we started this paragraph with the
equation

(
AR − aR−1AR−1 − aR−2AR−2 − · · · − a0I

)
v = 0 — thus, we have the Cayley-Hamiltonian-like

result (φv(A))v = 0 for any walk vector v.
In the literature, an eigenvalue is termed main if it has an associated eigenvector that is not orthogonal to

j. Here, we generalize this definition to v–main eigenvalues:

Definition 4. An eigenvalue of A is v–main if it has an associated eigenvector that is not orthogonal to the
walk vector v.

4. Results on the rank of Pseudo walk matrices

The significance of the companion polynomial is the following result. It is only mentioned in [1], but not
proved. The proof below follows that of the similar result in [10], there considering only the particular case
v = j.

Theorem 5 ([1]). For any walk vector v, φv(x) = ∏(x − λi), with the product running over all the v-main distinct
eigenvalues of G.

Proof. Suppose λ is an eigenvalue of G having an associated eigenvector x that is not orthogonal to v.
Since AWv = WvCv, we have xTAWv = xTWvCv, or λ(xTWv) = (xTWv)Cv. Thus, the vector (Wv)Tx
is a left eigenvector associated with the eigenvalue λ of Cv. Note that (Wv)Tx 6= 0T, since it is equal to(

vTx vTAx vTA2x · · · vTAR−1x
)T

, or
(
vTx

) (
1 λ λ2 · · · λR−1

)T
.
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Conversely, suppose λ is an eigenvalue of Cv with associated eigenvector y. We prove that λ is an
eigenvalue of G having an associated eigenvector not orthogonal to v. Restarting again from AWv = WvCv,
(xIn −A)Wv = Wv(xIR −Cv), where Ik denotes the k× k identity matrix. Hence

(xIn −A)Wvy = Wv(xIR −Cv)y. (4)

Substituting x = λ in (4), we obtain (λIn − A)Wvy = 0, or A
(
Wvy

)
= λ

(
Wvy

)
. We now show that

vT (Wvy
)
6= 0.

On the one hand,(
vTAkWv

)
y =

(
vTAkv vTAk+1v vTAk+2v · · · vTAk+R−1v

)
y for all k. (5)

On the other hand

vT
(

AkWvy
)
= vT

(
Wv(Cv)

ky
)
= λk

(
vTWvy

)
for all k. (6)

Combining (5) and (6) for k = 0, 1, 2, . . . , R− 1, we obtain

vTv vTAv vTA2v · · · vTAR−1v

vTAv vTA2v vTA3v . . .
vTARv

vTA2v vTA3v . . . . . .
vTAR+1v

... . . . . . . . . . ...
vTAR−1v vTARv vTAR+1v · · · vTA2n−2v


y =

(
vTWvy

)


1
λ

λ2

...
λR−1

 (7)

or
(
(Wv)TWv

)
y =

(
vTWvy

) (
1 λ λ2 · · · λR−1

)T
. Since (Wv)TWv is the Gram matrix of the R linearly

independent columns of Wv, it is invertible. If we suppose that vTWvy = 0, then (7) would become(
(Wv)TWv

)
y = 0 and consequently y, an eigenvector, would absurdly be the zero vector. Thus vTWvy 6= 0,

proving the result.

We immediately have the following corollary.

Corollary 1 ([1]). For any walk vector v associated with the pseudo walk matrix Wv, the following four quantities are
equal:

• The rank of Wv;
• The number of columns of Wv;
• The number of v-main eigenvalues of G;
• The degree of φv(x).

Moreover, we have the following result, the first part of which is also a consequence of Theorem 5.

Theorem 6 ([1]). The rank of any pseudo walk matrix Wv is at most equal to s, the number of distinct eigenvalues
of G. This upper bound is attained by the walk vector p = ∑n

i=1 xi, the sum of any set of n mutually orthonormal
eigenvectors associated with the n (not necessarily distinct) eigenvalues of G. This walk vector p is associated with the
set {(v, v) | v ∈ V(G)} counting the number of all closed walks of G.

A nice result in [1, Theorem 2.3] expresses each coefficient of φv(x) in terms of the ratio of two
determinants.

Theorem 7 ([1, Theorem 2.3]). The coefficient of xk of the polynomial φv(x) of degree R is (−1)R−k |N|
|H| , where H =

WT
v Wv and N is the matrix whose first k columns are those of H and whose last r− k columns are those of H′ = WT

v AWv.
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Clearly the determinants |H| and |N| in the above theorem are integers, because their entries are walk
enumerations on the graph. Hence φv(x) has rational coefficients. However, by Theorem 5, φv(x) divides
m(G, x) for any walk vector v. We thus apply Theorem 2 to obtain the following important result.

Theorem 8. For any walk vector v, φv(x) is a monic polynomial with integer coefficients.

Theorem 8 extends the result in [11], there proved only for v = j, to any walk vector of any pseudo walk
matrix with starting and ending vertices in any subset of V2.

The following is a rather noteworthy corollary of Theorem 8.

Corollary 2. In the statement of Theorem 7, |N| is an integer multiple of |H| for any coefficient of φv(x).

Recall that we had split the set of distinct eigenvalues Λ into r mutually disjoint subsets Λ1, . . . , Λr, where
each subset Λi contains all the conjugates of some eigenvalue λi. Because of Theorem 8, the set of v-main
eigenvalues of G must be the union of some or all of these Λi subsets.

Theorem 9. If λ ∈ Λi is a v-main eigenvalue of G, then any other λk in Λi is also a v-main eigenvalue of G.

Proof. By Theorem 8, φv(x) is monic with integer coefficients. Let us write φv(x) as the product p1(x) . . . pt(x)
of all polynomial factors over Q, all of which must also be monic with integer coefficients thanks to Theorem
2. Since λ is a v-main eigenvalue, its minimal polynomial ∏

λk∈Λi

(x− λk) must be one of these pj(x). This proves

that all eigenvalues in Λi are v-main.

By the Perron-Frobenius theorem for irreducible non-negative matrices, the largest eigenvalue λ1 of the
adjacency matrix of any connected graph is simple and the components of its associated eigenvector are all
positive [3, Theorem 1.3.6]. Thus, if the walk vector v is a 0–1 vector corresponding to a walk matrix (rather
than a pseudo walk matrix), then λ1 will necessarily be v-main. It turns out that this is also true for walk
vectors associated with pseudo walk matrices.

In order to prove this result, we first recall the main result of [1] in Theorem 10 below that explicitly obtains
a walk vector v for any subset S of V2. Recall that what we mean by this is that v can always be obtained from
S so that the Gram matrix of the columns of Wv is a Hankel matrix with constant skew diagonals containing
the walk enumerations w0(S), . . . , w2n−2(S).

Theorem 10 ([1, Theorem 3.1]). Let S be any subset of V2. Then v is a walk vector associated with S if v = Xd, where
X is an orthogonal matrix whose columns are n orthonormal eigenvectors of G associated with its n (possibly not distinct)
eigenvalues and d is any column vector where, for k = 1, 2, . . . , n, its kth entry [d]k is ±

√
∑(u,v)∈S [X]uk [X]vk.

Theorem 11. λ1 is a v-main eigenvalue for any walk vector v.

Proof. Let X be as in the statement of Theorem 10. Without loss of generality, we assume that the first column
of X is x1, the eigenvector associated with λ1. Then, by Theorem 10, vTx1 = dTXTx1 = dTe1 = [d]1. By the

same theorem, this number is equal to ±
√

∑(u,v)∈S [X]u1 [X]v1, or ±
√

∑(u,v)∈S [x1]u [x1]v. Since the entries of x1

are all positive, this quantity is nonzero, as required.

Combining the results in this section, we reveal the following important theorem, upon which the
remainder of this paper is based.

Theorem 12. The rank of Wv, for any walk vector v, is equal to |Λ1|+ g2|Λ2|+ g3|Λ3|+ · · ·+ gr|Λr|, where each of
g2, g3, . . . , gr is either 0 or 1 (and these gi’s may possibly be different for different walk vectors v).

Theorem 12 limits the possible values for the rank of Wv quite significantly, especially if r is small. Indeed,
if r = 1, we have the following interesting result.

Theorem 13. If φ(G, x) is irreducible over Q, then Wv has rank n for all walk vectors v.
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If r = 2, that is, if m(G, x) factors into just two monic polynomials over Q (both with integer coefficients),
then each pseudo walk matrix associated with G has just two possible values for its rank.

Theorem 14. Suppose m(G, x) = p1(x) p2(x) where both p1(x) and p2(x) are irreducible polynomials (over Q) with
integer coefficients. If p1(x) is a polynomial of degree d having λ1 as a root, then for any walk vector v, the rank of Wv

is either d or s, the number of distinct eigenvalues of G.

In Example 1, we mentioned that the cycle C7 has minimal polynomial (x − 2)(x3 + x2 − 2x − 1). By
Theorem 14, we immediately infer that the rank of any pseudo walk matrix of C7 is either 1 or 4.

In the case of Example 1, the rank of Wj is clearly one, since C7 is a regular graph. The following result
tells us that, indeed, such pseudo walk matrices of rank one only occur for regular graphs.

Theorem 15. If a graph G is not regular, then none of its pseudo walk matrices has rank one.

Proof. Suppose the pseudo walk matrix Wv has rank one. Then Av = µv where µ is the largest eigenvalue of
A, which must be an integer by Theorem 8. The number of walks w0, w1, w2, w3, . . . of length 0, 1, 2, 3, . . . within
the set S for which v is a walk vector are thus vTv, µ(vTv), µ2(vTv), µ3(vTv), . . .. In other words, wk = µ wk−1
for all walk lengths k ≥ 1. This is only possible if G is a regular graph of degree µ.

Since Wj is always a pseudo walk matrix of rank one for regular graphs, we have:

Corollary 3. A pseudo walk matrix associated with some subset S of V2 of a graph G has rank one if and only if G is a
regular graph.

In Section 8, we shall reveal more results on pseudo walk matrices of regular graphs.
Because of Theorem 12, we propose that rather than finding the set of eigenvalues of G to determine the

rank of a (pseudo) walk matrix, we first perform a polynomial factorization of m(G, x) over Q. The number of
such factors and their degrees sheds a very important light on the rank of any pseudo walk matrix. Indeed, in
the case when such a factorization is not possible, the rank is immediately inferred to be n.

5. Control theory

A graph is said to be controllable if Wj is invertible; equivalently, if all the eigenvalues of G are simple and
(j-)main [4,5,12]. Other papers such as [7,8,13] additionally consider pairs (A, b) for 0–1 vectors b. In the same
way as for controllable graphs, such pairs are controllable if Wb is invertible, or, equivalently, if all eigenvalues
of G are simple and b-main.

The terminology ‘controllable’ arises from the following class of problems in control theory. Consider the
following discrete system with state x[k] at time k (k = 0, 1, 2, 3, . . .) satisfying the recurrence relation

x[k + 1] = M x[k] + u[k]q. (8)

Here, M is a fixed n× n matrix, q is a fixed n× 1 vector and u[k] is any sequence serving as an input to
the system. The output sequence is rTx[0], rTx[1], rTx[2], . . . for a fixed vector r.

The system governed by (8) is controllable if, given an initial state x[0] and a future state s, there exists
a time K ≥ 0 and an input u[k] such that x[K] = s [14, Definition 6.1]. The Kalman controllability criterion,
a well-known criterion for system controllability, states that (8) is controllable if and only if the rank of the
controllability matrix

(
q Mq M2q . . . Mn−1q

)
is full. We immediately note that the controllability matrix

is precisely the pseudo walk matrix Wv whenever M = A and q = v. This explains why we were so keen on
obtaining the rank of Wv, and why we say that, for a 0–1 vector b, the pair (A, b) is controllable whenever the
rank of Wb is full.

In the control theory literature, there is also the Popov-Belevitch-Hautus (PBH) test, another necessary
and sufficient test for the controllability of (8). It says that the system is controllable whenever none of the
eigenvectors of M is orthogonal to q [15, Theorem 6.2–5 (1.)]. This agrees with the more general results
presented in Theorem 5 and Corollary 1 of this paper.
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We shall henceforth consider the system

x[k + 1] = A x[k] + u[k] v (9)

where the state x[k] is being affected by the adjacencies of the graph G as per the adjacency matrix A.
When v is a 0–1 vector b, the input u[k] will affect the vertices in the set V indicated by b. As mentioned

in Section 3, the formal power series produced from the expression bT(I − xA)−1b is ∑∞
k=0(wk(V × V))xk.

We may, however, rewrite the right hand side as
s

∑
k=1

(bTxk)
2

1− λkx
, where, for all k, xk is an appropriate2 choice

of eigenvector associated with λk. Clearly this function will have n distinct poles when n = s (that is, if all
eigenvalues are distinct) and when no eigenvector xk is orthogonal to b. Hence the pair (A, b) is controllable
if and only if the rational function bT(I− xA)−1b has n distinct poles [8, Lemma 2.1].

In the same way, we have defined a walk vector v associated with any subset S of V2 such that

vT(I− xA)−1v =
∞

∑
k=0

(wk(S))xk =
s

∑
k=1

(vTxk)
2

1− λkx
.

The system (9) where v is a walk vector associated with S would have its input u[k] affecting all the pairs
of vertices in S.

Thus, it is natural to extend the consideration of controllable pairs (A, b) pertaining to pairs of vertices
in a subset V ×V of V2, where b is an indicator vector of V, to the more general consideration of controllable
pairs (A, v) pertaining to pairs of vertices in any subset S of V2, where v is the walk vector of S. We thus define
the pair (A, v) to be controllable if all eigenvalues of G are simple and v-main, or, equivalently, if the pseudo
walk matrix Wv is invertible.

6. Graphs with an irreducible characteristic polynomial

Theorem 13 tells us that graphs having an adjacency matrix with an irreducible characteristic polynomial
are quite special.

Theorem 16. If φ(G, x) is irreducible over Q, then the pair (A, v) is controllable for any walk vector v.

Theorem 16 above generalizes the result of [8, Theorem 5.3], which only mentions the walk vectors in the
set {j, e1, . . . , en}.

It was proved in [16] that the ratio of controllable graphs on n vertices to all non-isomorphic graphs on
n vertices tends to 1 as n increases. By Theorem 16, any graph with an irreducible characteristic polynomial
over Q is controllable. The converse is false; the smallest example of a controllable graph with a factorizable
polynomial is that of Figure 1, having characteristic polynomial x(x5 − 8x3 − 6x2 + 8x + 6). Observe that, by
Theorem 14, the rank of every pseudo walk matrix associated with this graph must be either 5 or 6.

Figure 1. The smallest controllable graph with a factorizable characteristic polynomial over Q.

Table 1 below enumerates the number of non-isomorphic connected graphs G(n), the number of
connected controllable graphs C(n) and the number of graphs with an irreducible characteristic polynomial
I(n) on up to 10 vertices. The data in the second row was obtained from [17]. The numbers in the third row

2 For each λk , we evaluate an orthonormal basis y1, . . . , yd for its eigenspace such that y2, . . . , yd are all orthogonal to b. Then xk is
chosen to be y1.
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were obtained from [6]. The enumerations in the fourth row were produced using a mathematics software
package that checked the irreducibility, or otherwise, of the characteristic polynomials of all non-isomorphic
connected graphs on up to 10 vertices. The collection of these 11989764 non-isomorphic connected graphs
were produced beforehand by the algorithm explained in [18].

Table 1. The number of connected graphs G(n), connected controllable graphs C(n) and connected graphs with
an irreducible characteristic polynomial I(n) on n vertices.

n 1 2 3 4 5 6 7 8 9 10

G(n) 1 1 2 6 21 112 853 11117 261080 11716571
C(n) 1 0 0 0 0 8 85 2275 83034 5512362
I(n) 1 0 0 0 0 7 54 1943 62620 4697820

The characteristic polynomial of a disconnected graph is the product of the characteristic polynomials of
each of its components. Thus, no disconnected graph has an irreducible characteristic polynomial, justifying
the consideration of only connected graphs in Table 1.

We remark that roughly six out of every seven controllable graphs on up to ten vertices have an irreducible
characteristic polynomial. This seems to suggest that the quantity I(n)

G(n) , like C(n)
G(n) , may also approach 1 as n

tends to infinity. The empirical evidence warrants the formulation of the following conjecture.

Conjecture 1. lim
n→∞

I(n)
G(n)

= 1.

Among the 31 controllable graphs on seven vertices having a factorizable characteristic polynomial, 28 of
them have zero as one of their eigenvalues [6]; indeed, each of their characteristic polynomial factorizes into x
and some irreducible polynomial of degree six. The other three, depicted in Figure 2, factor into (x + 2) and
an irreducible polynomial of degree six.

Figure 2. The three controllable graphs on seven vertices whose characteristic polynomial factors into (x + 2)
and an irreducible polynomial of degree six.

When analysing these graphs, it was observed that the characteristic polynomial of the majority
of controllable graphs on at most nine vertices is either irreducible or factors into just two irreducible
polynomials, one of which is of the form (x − m) for some integer m. Indeed, this is true for all controllable
graphs on six and seven vertices. However, there are some exceptional cases when the number of vertices
is higher. The characteristic polynomial of the controllable graph in Figure 3 factors into two irreducible
polynomials, both of which having degree four. We also note the controllable graph in Figure 4 whose
characteristic polynomial has four factors. Similar examples of such exceptional controllable graphs having
more than eight vertices also exist.

We conclude this section by posing the following question. Is there a graph such that (A, v) is controllable
for all walk vectors v and whose characteristic polynomial is not irreducible? In other words, is there a graph
that is a counterexample to the converse of Theorem 16? No such graphs have been found so far. We conjecture
that there aren’t any.
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Figure 3. A controllable graph on eight vertices having characteristic polynomial (x4 − x3 − 9x2 − 7x + 1)(x4 +

x3 − 3x2 − x + 1).

Figure 4. A controllable graph on eight vertices having characteristic polynomial x(x − 1)(x + 2)(x5 − x4 −
9x3 − x2 + 15x + 7).

Conjecture 2. Let a graph G have adjacency matrix A. The pair (A, v) is controllable for any walk vector v if and only
if φ(G, x) is irreducible over Q.

7. Results on controllable pairs

Let b1 and b2 be any two 0–1 vectors. The walk matrix Wb1 contains walk enumerations of walks starting
and ending within the subset V1 of V(G) such that b1 is the indicator vector of V1; we can say a similar
statement for Wb2 . Moreover, similarly to (3),

Wb1
TWb2 =



bT
1 b2 bT

1 Ab2 bT
1 A2b2 · · · bT

1 An−1b2

bT
1 Ab2 bT

1 A2b2 bT
1 A3b2 . . .

bT
1 Anb2

bT
1 A2b2 bT

1 A3b2 . . . . . .
bT

1 An+1b2
... . . . . . . . . . ...

bT
1 An−1b2 bT

1 Anb2 bT
1 An+1b2 · · · bT

1 A2n−2b2


. (10)

We remark that the ijth entry of the matrix in (10) is the number of walks of length i + j− 2 starting from
vertices in V1 and ending at vertices in V2. In other words,

[
Wb1

TWb2

]
ij
= wi+j−2(V1 ×V2) for all i and j.

However, by Theorem 10, there exists a walk vector v associated with V1 ×V2 such that the Gram matrix
of the columns of the pseudo walk matrix Wv is equal to the matrix in (10). Moreover, this Gram matrix must
have the same rank as Wv. Thus, we have the following lemma.

Lemma 2. The rank of the pseudo walk matrix Wv associated with the subset V1 × V2 of V2 is equal to the rank of
Wb1

TWb2 , where b1 and b2 are the 0–1 indicator vectors of V1 and V2 respectively.

Clearly if both Wb1 and Wb2 are invertible, then so is Wb1
TWb2 . Thus we have the following result.

Theorem 17. Let b1 and b2 be indicator vectors of two subsets V1 and V2 of V(G). Moreover, let v be the walk vector of
V1 ×V2. If (A, b1) and (A, b2) are both controllable pairs, then so is the pair (A, v).
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A graph is omnicontrollable if (A, ei) is a controllable pair for all i ∈ {1, 2, . . . , n} [7,13]. Because of Theorem
17, omnicontrollable graphs have many more controllable pairs apart from (A, e1), . . . , (A, en).

Corollary 4. Let v(i,j) be a walk vector associated with the set containing the single pair {(i, j)} whose Gram matrix of
the columns of its pseudo walk matrix counts walks starting from vertex i and ending at vertex j in an omnicontrollable
graph G. The pair (A, v(i,j)) is controllable for any two vertices i and j in G.

Proof. When i = j, the result is immediate by definition of an omnicontrollable graph. Thus suppose i 6= j.
Then (A, ei) and (A, ej) are controllable pairs for any i and j. Since {i} × {j} = {(i, j)}, the result follows by
applying Theorem 17.

8. Recalcitrant pairs

If a pair (A, v) is not controllable, then the pseudo walk matrix Wv would not have full rank. For instance,
graphs having at least one repeating eigenvalue can have no controllable pair (A, v) for any walk vector v; this
is a consequence of Theorem 6. Indeed, by using Theorem 1, we can present the following result.

Theorem 18. If φ(G, x) and φ′(G, x) have some polynomial common factor, then no walk vector v exists such that the
pair (A, v) is controllable.

By Theorem 12, the rank of any pseudo walk matrix Wv is at least |Λ1|, the degree of the minimal
polynomial of the largest eigenvalue λ1. As already mentioned in Section 6, if |Λ1| = n, then φ(G, x) would be
irreducible and all pairs (A, v) would be controllable. Thus we assume that |Λ1| < n in this section.

We introduce the following terminology for when the rank of Wv attains this lower bound |Λ1|:

Definition 19. For a graph with adjacency matrix A that does not have an irreducible characteristic
polynomial, the pair (A, v) is called recalcitrant if the rank of the pseudo walk matrix Wv associated with
the walk vector v is equal to the degree of the minimal polynomial of the largest eigenvalue of A.

We make use once again of Lemma 2. It is well-known (see, for example, [9, Section 0.4.5(c)]) that the rank
of the product of two matrices is at most equal to the rank of the one having the smaller rank. This means that
if, in Lemma 2, one of Wb1 or Wb2 has the smallest rank possible, then so will the rank of Wb1

TWb2 .

Theorem 20. Let b1 and b2 be indicator vectors of two subsets V1 and V2 of V(G). Moreover, let v be the walk vector of
V1 ×V2. If one of (A, b1) or (A, b2) (or both) is a recalcitrant pair, then the pair (A, v) is also recalcitrant.

Note that if a graph has n distinct eigenvalues and its characteristic polynomial factors into exactly two
monic polynomials with integer coefficients, then (A, v) is either controllable or recalcitrant for all walk vectors
v. Thus, for such graphs, if the rank of all walk matrices (that is, those having a walk vector with 0–1 entries)
is known, then the rank of the pseudo walk matrices whose walk vectors are associated with a subset of V2 of
the form V1 ×V2 (V1, V2 ⊆ V(G)) may be inferred by simply applying Theorem 17 or Theorem 20.

We can apply Theorem 20 to regular graphs.

Corollary 5. If G is a regular graph, then the pair (A, v) is recalcitrant for any walk vector v associated with the set
V × V(G) for all V ⊆ V(G). Moreover, the pseudo walk matrices of all such walk vectors have rank one.

Proof. The rank of the walk matrix Wj associated with a regular graph G is one; indeed, Aj = ∆j where ∆ is
the common degree (and the largest eigenvalue) of G. Hence (A, j) is a recalcitrant pair. By Theorem 20, any
walk vector v associated with V × V(G), where V is any subset of V(G), must also be recalcitrant. Moreover,
any such pseudo walk matrices Wv must have the same rank as that of Wj, that is, rank one.

From the proof of Corollary 5, we remark that a pseudo walk matrix Wv has rank one if and only if v is
an eigenvector associated with the (integer) eigenvalue λ1 of A. Because of this, for a connected regular graph,

the pseudo walk matrices of rank one must have walk vectors v of the form
√

m
n j for some integer m between

1 and n, so that vTv, or w0(S), would be an integer between 1 and n.
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Since non-regular graphs cannot have pseudo walk matrices of rank one by Theorem 15, we have the
following corollary by combining this theorem with Corollary 5.

Corollary 6. If a non-regular graph has its largest eigenvalue equal to an integer, then (A, v) is not recalcitrant for any
pseudo walk vector v.

The smallest example of a graph having the properties described in Corollary 6 is the star K1,4 on five
vertices, whose characteristic polynomial is x3(x− 2)(x + 2). Using Corollary 6 and Theorem 12, we can infer
that the rank of any pseudo walk matrix for K1,4 must be either two or three. Thus, in the case of K1,4, any pair
(A, v) for any walk vector v is neither controllable nor recalcitrant.
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