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Abstract: In this paper, the fuzzy nonlinear partial differential equations of fractional order are considered.
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1. Introduction

F uzzy partial differential equations (FPDEs) have garnered significant attention from scientists and
engineers due to their frequent use in modeling various industrial applications such as electromagnetic

fields, heat and mass transfer, meteorology, static and dynamic of structures, biomechanics, and other fields.
Consequently, numerous authors have studied FPDEs, as evidenced by the existing literature on the subject,
[1,2].

The study of fractional calculus has gained significant importance in the last three decades, mainly due
to its diverse applications in physics, engineering, and other fields. In recent years, several researchers have
focused on introducing and exploring fractional calculus, as evidenced by a growing body of literature; for
instance, see the following references [3–8].

The differential transform method (DTM) was first introduced by Zhou [9] for solving linear-nonlinear
initial value problems in electric circuit analysis. Unlike the traditional higher-order Taylor series, which
requires the symbolic computation of the necessary derivatives of the data functions, DTM constructs an
analytic solution in the form of a polynomial. Recently, several researchers have used DTM to solve partial
differential equations, as reported in [3,6,10–12].

Another popular method for solving differential equations is the variational iteration method (VIM),
which was initially introduced by He in [13]. Many researchers have since used VIM to solve
differential-integral equations. For instance, Osman et al., [14] compared the fuzzy Adomian decomposition
method with fuzzy VIM for solving fuzzy heat-like and wave-like equations with variable coefficients under
gH-differentiability, while Hamoud et al., [15] investigated the use of the modified variational iteration
technique to solve Fredholm integro-differential equations. In this work, we compare the performance of DTM
and VIM for solving fuzzy nonlinear partial differential equations of fractional order using Taylor’s formula
and fuzzy Caputo’s fractional derivative.
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The paper is organized as follows: In §2, we provide a brief overview of some fundamental concepts
and definitions. In §3, we present the generalized two-dimensional differential transform method and fuzzy
variational iteration method, which are the main focus of this work. In §4, we demonstrate the effectiveness
and simplicity of the proposed methods through various examples. Finally, we summarize our findings and
draw conclusions in §5.

2. Basic concepts

In this section, we give some necessary definitions of fuzzy theory and fuzzy fractional calculus which
are used in the work.

2.1. The results about fuzzy number space E1

We recall that E1 = {ũ ∶ R → [0, 1] ∶ ũ satisfies (1)− (4) below}

1. ũ is normal, i.e., there exists x0 ∈ R such that u(x0) = 1;
2. ũ is convex, i.e., for all and r ∈ [0, 1], x, y ∈ R,

ũ(rx + (1− r)y) ≥min{ũ(x), ũ(y)},

holds;
3. ũ is upper semicontinuous, i.e., for any x0 ∈ R,

ũ(x0) ≥ lim
xÐ→x±0

ũ(x);

4. supp ũ = {x ∈ R∣ũ(x) > 0} is the support of ũ, and its closure cl (supp ũ) is compact.

For 0 < λ ≤ 1 is a closed interval for all λ ∈ [0, 1].
For ũ, ṽ ∈ E1, k ∈ R, the addition and scalar multiplication are defined by the equations

[ũ + ṽ]λ = [ũ]λ + [ṽ]λ,

[kũ]λ = k[ũ]λ.

Define D ∶ E1 × E1 → R+ ∪ {0} by the equation

D(ũ, ṽ) = sup
λ∈[0,1]

d([ũ]λ[ṽ]λ),

where d is Hausdorff metric space,

d([ũ]λ, [ṽ]λ) = inf{ε ∶ [ũ]λ ⊂ N([ṽ]λ, ε), [ṽ]λ ⊂ N([ũ]λ, ε)}
max{∣uλ − vλ∣, ∣uλ − vλ∣},

where N([ṽ]λ, ε), N([ũ]λ, ε) is the ε-neighborhood of [u]λ, [v]λ, respectively, and uλ, vλ, uλ, vλ are endpoints of
[u]λ, [v]λ, respectively. Using the result of [16],

• (E1, D) is complete metric space,
• D(ũ + w̃, ṽ + w̃) = D(ũ, ṽ) for all ũ, ṽ, w̃ ∈ E1

• D(kũ, kṽ) = ∣k∣D(ũ, ṽ).

In addition, we can introduce a partial order in E1 by ũ ≤ ṽ if and only if [ũ]λ ≤ [v]λ, λ ∈ [0, 1] if and only
if uλ ≤ vλ, uλ ≤ vλ, λ ∈ [0, 1].

Definition 1. [17]. A fuzzy number u in parametric forms is a pair (uλ, uλ) of functions uλ, uλ, 0 ≤ λ ≤ 1, which
satisfy the following requirements:

• uλ is a bounded non-decreasing left continuous function in (0,1], and right continuous at 0,
• uλ is a bounded non-increasing left continuous function in (0,1], and right continuous at 0,
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• uλ ≤ uλ, 0 ≤ λ ≤ 1.

The λ-level set of fuzzy numbers is a closed and bounded interval [u(x; λ), u(x; λ)], where u(x; λ) denotes
the left-hand endpoint of [u(x)]λ and u(x; λ) the right-hand endpoint [u(x)]λ.

Definition 2. [18]. A fuzzy-valued function f of two variable is a rule that assigns to each ordered pair of real
numbers, (x, t), in a set D, a unique fuzzy number denoted by f (x, t). The set D is the domain of f and its
range is the set of values taken by f , i.e., { f (x, t)∣(x, t) ∈ D}.

The parametric representation of the fuzzy valued function f ∶ D → E1 is expressed by f (x, t; λ) =
[ f (x, t; λ), f (x, t; λ)], for all (x, t) ∈ D and λ ∈ [0, 1].

Definition 3. [18]. Let f ∶ D → E1 be a fuzzy-valued function of two variable. Then, we say that the fuzzy limit
of f (x, t) as (x, t) approaches to (a, b) is L ∈ E1 ,and we write lim(x,t)→(a,b) f (x, t) = L if for every number ε > 0,
there is a corresponding number δ > 0 such that if (x, t) ∈ D,∥ (x, t)− (a, b) ∥< δ⇒ D( f (x, t), L) < ε, where ∥ ⋅ ∥
denotes the Euclidean norm in Rn.

Definition 4. [17]. Let ũ(x, t) ∶ D → E1 and (x0, t) ∈ D. We say that ũ is strongly generalized Hukuhara
differentiability on (x0, t) (GH-differentiability for short) if there exists an element ∂ũ

∂x ∣(x0,t) ∈ E1 such that

(i) for all h > 0 sufficiently small, ∃ũ(x0 + h, t)⊖H ũ(x0, t), ũ(x0, t)⊖H ũ(x0 − h, t) and the limits (in the metric D)

lim
h→0+

ũ(x0 + h, t)⊖H ũ(x0, t)
h

= lim
h→0+

ũ(x0, t)⊖H ũ(x0 − h, t)
h

= ∂ũ
∂x
∣
(x0,t)

,

or
(ii) for all h > 0 sufficiently small, ∃ũ(x0, t)⊖H ũ(x0 + h, t), ũ(x0 − h, t)⊖H ũ(x0, t) and the limits

lim
h→0+

ũ(x0, t)⊖H ũ(x0 + h, t)
−h

= lim
h→0+

ũ(x0 − h, t)⊖H ũ(x0, t)
−h

= ∂ũ
∂x
∣
(x0,t)

,

or
(iii) for all h > 0 sufficiently small, ∃ũ(x0 + h, t)⊖H ũ(x0, t), ũ(x0 − h, t)⊖H ũ(x0, t) and the limits

lim
h→0+

ũ(x0 + h, t)⊖H ũ(x0, t)
h

= lim
h→0+

ũ(x0 − h, t)⊖H ũ(x0, t)
−h

= ∂ũ
∂x
∣
(x0,t)

,

or
(iv) for all h > 0 sufficiently small, ∃ũ(x0, t)⊖H ũ(x0 + h, t), ũ(x0, t)⊖H ũ(x0 − h, t) and the limits

lim
h→0+

ũ(x0, t)⊖H ũ(x0 + h, t)
−h

= lim
h→0+

ũ(x0, t)⊖H ũ(x0 − h, t)
h

= ∂ũ
∂x
∣
(x0,t)

.

2.2. Fuzzy fractional calculus

We denote CF[a, b] as a space of all fuzzy-valued functions which are continuous on [a, b], and the space
of all Lebesgue integrable fuzzy-valued functions on the bounded interval [a, b] ⊂ R by LF[a, b], we denote the
space of fuzzy-valued functions f (x)which have continuous H-derivative up to order n − 1 on [a, b] such that
f (n−1)(x) ∈ ACF([a, b])byAC(n)F([a, b]), where ACF([a, b]) denote the set of all fuzzy-valued functions which
are absolutely continuous.

Definition 5. [19]. Suppose f (x) ∈ CF[a, b] ∩ LF[a, b], the fuzzy Riemann-Liouville integral of fuzzy-valued
function f is defined as:

(Iα
a+ f )(x; λ) = [(Iα

a+ f )(x; λ), (Iα
a+ f )(x; λ)],

where 0 ≤ λ ≤ 1

(Iα
a+ f )(x; λ) = 1

Γ(α) ∫
x

a

f (t; λ)dt

(x − t)1−α
, 0 ≤ λ ≤ 1,
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(Iα
a+ f )(x; λ) = 1

Γ(α) ∫
x

a

f (t; λ)dt
(x − t)1−α

, 0 ≤ λ ≤ 1.

Let f (x) ∈ CF((0, a]) ∩ LF(0, a), be a given function such that f (t; λ) = [ f (t; λ), f (t; λ)] for all t ∈ (0, a] and 0 ≤
m ≤ 1. We define Dα

a f (t; λ) the fuzzy fractional Riemann-Liouville derivative of order 0 < α < 1 of f in the
parametric from,

Dα
a f (t; λ) = 1

Γ(1− α)
[ d

dt ∫
t

0
(t − s)−α f (s; λ)ds,

d
dt ∫

t

0
(t − s)−α f (s; λ)ds] ,

provided that equation defines a fuzzy number Dα
a f (t) ∈ E1. In fact,

Dα
a f (t; λ) = [Dα

a f (t; λ), Dα
a f (t; λ)].

Obviously, Dα
a f (t) = d

dt I1−α f (t) f or t ∈ (0, a].

Definition 6. The one-parameter Mittag-Leffler function Eα(p)with α > 0 is expressed as follows:

Eα(t) =
∞
∑
n=0

tn

Γ(αn + β)
, α > 0. (1)

We present the generalized Taylor’s formula that involves Caputo fractional derivatives. This
generalization is introduced in [20].

Theorem 7. [21] Suppose that f (x) ∈ C[a, b] and Dα
a f (x) ∈ C(a, b], for 0 < α ≤ 1 then we obtain

f (x) = f (a)+ 1
Γ(α)

(Dα
a f )(ϑ) ⋅ (x − a)α, (2)

with a ≤ ϑ ≤ x,∀x ∈ (a, b] and Dα is the Caputo fractional derivative of order α > 0.

Theorem 8. [21] Let (Dα
a )n f (x), (Dα

a )n+1 f (x) ∈ C(a, b], for 0 < α ≤ 1, then we obtain [24]

(Jnα
a (Dα

a )n f )(x)− (J(n+1)α
a (Dα

a )n+1 f )(x) = (x − a)nα

Γ(nα + 1)
((Dα

a )n f )(a+), (3)

where (Dα
a )n = Dα

a ⋅Dα
a ⋅ ⋅ ⋅Dα

a , (n − times).

Theorem 9. [20]. Let f (x) = xµg(x), where µ > −1 and g(x) has the generalized power series expansion g(x) =
∑∞n=0 an(x − a)nα with radius of convergence R > 0, where 0 < α ≤ 1. Then

Dγ
a Dβ

a f (x) = Dγ+β
a f (x), (4)

for all x ∈ (0, R) if one of the following conditions is satisfied:

• β < µ + 1, and α arbitrary; or
• β ≥ µ + 1, γ arbitrary, and aµ = 0 for j = 0, 1, ⋅ ⋅ ⋅ ⋅ ⋅, m − 1,where m − 1 < β ≤ m.

Theorem 10. [20] Let that (Dα
a )µ f (x) ∈ C(a, b] for j = 0, 1 ⋅ ⋅⋅, n + 1, where 0 ≤ α ≤ 1, then we obtain

f (x) =
n
∑
ς=0

(x − a)ςα

Γ(iα + 1)
((Dα

a )ς f )(a+)+
((Dα

a )n+1 f )(ϑ)
Γ((n + 1)α + 1)

⋅ (x − a)(n+1)α, (5)

with a ≤ ϑ ≤ x, ∀x ∈ (a, b].
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Theorem 11. [20] Let that (Dα
a )µ f (x) ∈ C(a, b] for j = 0, 1 ⋅ ⋅⋅, n + 1, where 0 < α ≤ 1. If x ∈ [a, b], then

f (x) ≅ Pα
N(x) =

N
∑
ς=0

(x − a)ςα

Γ(iα + 1)
((Dα

a )ς f )(a). (6)

Moreover, there is a value ϑ with a ≤ ϑ ≤ x so that the error term Rα
N has the form:

Rα
N(x) =

((Dα
a )N+1 f )(ϑ)

Γ((N + 1)α + 1)
⋅ (x − a)(N+1)α. (7)

The accuracy of Pα
N(x) increases when we choose large N and decreases as the value of x moves away from the center a.

3. Analysis of the methods

In this section, we present the generalized two-dimensional differential transform method with fuzzy
variational iteration method.

3.1. Generalized two-dimensional differential transform method

We consider the real-valued function of two variable u(x, t), and let that it can be represented as a product
of two single-variable real-valued function, i.e., u(x, t) = f (x)g(t). Based on the properties of generalized
one-dimensional DTM, the function u(x, t) can be represented as

u(x, t) =
∞
∑
µ=0

Fα(j) ⋅ (x − x0)jα
∞
∑
h=0

Gβ(h) ⋅ (t − t0)hβ

=
∞
∑
µ=0

∞
∑
h=0

Uα,β(j, h)(x − x0)jα(t − t0)hβ (8)

where 0 < α, β ≤ 1, Uα,β(j, h) = Fα(j)Gβ(h) is called the spectrum of u(x, t). If real-valued function u(x, t) is
analytic and differentiated continuously with respect to time t in the domain of interest, then we define the
generalized two-dimensional DTM of the function u(x, t) is given by

Uα,β(j, h) = 1
Γ(αj + 1)Γ(βh + 1)

[(Dα
x0
)µ(Dβ

t0
)hu(x, t)](x0,t0), (9)

where (Dα
x0
)µ = Dα

x0
Dα

x0
⋯Dα

x0
.

The lowercase u(x, t) represent the original real-valued function while the uppercase Uα,β(j, h) stands for
the transformed function. The generalized inverse DTM of Uα,β(j, h) as follows

u(x, t) =
∞
∑
µ=0

∞
∑
h=0

Uα,β(j, h) ⋅ (x − x0)jα(t − t0)hβ (10)

In case of α = β = 1, the generalized two-dimensional DTM (9) reduces to the classical two-dimensional DTM
[22–24].

By using (9) and (10), we can propose some fundamental properties of the generalized two-dimensional
DTM.

Theorem 12. If u(x, t) = v(x, t)±w(x, t), then Uα,β(j, h) = Vα,β(j, h)±Wα,β(j, h).

Theorem 13. If u(x, t) = λv(x, t), then Uα,β(j, h) = λVα,β(j, h).

Theorem 14. If u(x, t) = v(x, t)w(x, t), then

Uα,β(j, h) =
µ

∑
r=0

h
∑
s=0

Vα,β(r, h − s)Wα,β(j − r, s). (11)
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Theorem 15. If u(x, t) = (x − x0)nα(t − t0)mα, then Uα,β(j, h) = δ(j − n)(h −m).

Theorem 16. If u(x, t) = Dα
x0

v(x, t) and 0 < α ≤ 1, then we obtain

Uα,β(j, h) =
Γ(α(j + 1)+ 1)

Γ(αj + 1)
Vα,β(j + 1, h). (12)

Theorem 17. If u(x, t) = Dγ
x0 v(x, t), m − 1 < γ ≤ m and v(x, t) = f (x)g(t), where f (x) satisfies the conditions in

Theorem 14, then

Uα,β(j, h) =
Γ(αj + γ + 1)

Γ(αj + 1)
Vα,β(j + γ/α, h). (13)

Theorem 18. If u(x, t) = Dα
x0

Dβ
t0

v(x, t), 0 < α, β ≤ 1, then we get

Uα,β(j, h) =
Γ(α(j + 1)+ 1)Γ(β(h + 1)+ 1)

Γ(αj + 1)Γ(βh + 1)
Vα,β(j + 1, h + 1). (14)

Theorem 19. If u(x, t) = Dγ
x0 Dη

t0
v(x, t), where m − 1 < γ ≤ m, n − 1 < η ≤ n and v(x, t) = f (x)g(t), where real-valued

functions f (x) and g(x) satisfies the conditions in Theorem 14, then

Uα,β(j, h) =
Γ(αj + γ + 1)

Γ(αj + 1)
Γ(βh + η + 1)

Γ(βh + 1)
Uα,β(j + γ/α, h + η/β). (15)

3.2. Fuzzy variational iteration method

We consider the following a fuzzy fractional differential equation as:

Lũ(x, t) = g̃(x, t), t > 0, (16)

where

Lũ(x, t) = Dα
t ũ(x, t)+Lũ(x, t)+Nu(x, t), t > 0,

m−1 < α ≤ m, m ∈ N ,L is a linear andN nonlinear operator, g̃(x, t; λ) = [g(x, t; λ), g(x, t; λ)] is a known analytic
fuzzy-valued function and Dα

t is the fuzzy Caputo’s fractional derivative of order α.
The initial conditions (16) are given in terms of the field variables and their integer order as follows:

∂µu(x, 0)(λ)
∂tµ

= f
µ
(x; λ), ν = 0, 1, 2,⋯, m − 1,

∂µu(x, 0)(λ)
∂tµ

= f µ(x; λ), ν = 0, 1, 2,⋯, m − 1.

where f̃µ(x; λ) = [ f
µ
(x; λ), f µ(x; λ)] fuzzy-valued functions. The solution of

u(x, t; λ) = lim
j→∞

un(x, t; λ) u(x, t; λ) = lim
j→∞

un(x, t; λ).

The Eq. (16) can be derived from the iteration formula,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

uµ+1(x, t; λ) = uµ(x, t; λ)− Jα [Lu(x, t; λ)− g(x, t; λ)] , 0 < α ≤ 1,

uµ+1(x, t; λ) = uµ(x, t; λ)− (α − 1)Jα [Lu(x, t; λ)− g(x, t; λ)] , 1 < α ≤ 2,

uµ+1(x, t; λ) = uµ(x, t; λ)− (α − 2)Jα [Lu(x, t; λ)− g(x, t; λ)] , 2 < α ≤ 3,

⋮

uµ+1(x, t; λ) = uµ(x, t; λ)− (α − 1)(α − 2)⋯(α −m + 1)
(m − 1)!

Jα [Lu(x, t; λ)− g(x, t; λ)] , m − 1 < α ≤ m,

(17)



Open J. Discret. Appl. Math. 2022, 5(3), 13-29 19

and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

uµ+1(x, t; λ) = uµ(x, t; λ)− Jα [Lu(x, t; λ)− g(x, t; λ)] , 0 < α ≤ 1,

uµ+1(x, t; λ) = uµ(x, t; λ)− (α − 1)Jα [Lu(x, t; λ)− g(x, t; λ)] , 1 < α ≤ 2,

uµ+1(x, t; λ) = uµ(x, t; λ)− (α − 2)Jα [Lu(x, t; λ)− g(x, t; λ)] , 2 < α ≤ 3,

⋮

uµ+1(x, t; λ) = uµ(x, t; λ)− (α − 1)(α − 2)⋯(α −m + 1)
(m − 1)!

Jα [Lu(x, t; λ)− g(x, t; λ)] , m − 1 < α ≤ m,

(18)

where Jα is Riemann-Liouville fuzzy fractional integral operator of order α > 0, and Dα
t the fuzzy Caputo

fractional derivative, of order α > 0. Applying the alternative approach of fuzzy VIM as follows

u(x, t; λ) =
∞
∑
µ=0

v(x, t; λ), (19)

u(x, t; λ) =
∞
∑
µ=0

v(x, t; λ). (20)

Applying the iteration formula

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v0(x, t; λ) =
m−1
∑
µ=0

fk(x; λ)
µ!

tk

vµ+1(x, t; λ) = −(α − 1)(α − 2)(α − 3)⋯(α −m + 1)
(m − 1)!

Jα ⎛
⎝
L
⎡⎢⎢⎢⎢⎣

µ

∑
ς=0

vς(x, t; λ)
⎤⎥⎥⎥⎥⎦
− g(x, t; λ)

⎞
⎠

(21)

and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v0(x, t; λ) =
m−1
∑
µ=0

fµ(x; λ)
µ!

tµ

vµ+1(x, t; λ) = −(α − 1)(α − 2)(α − 3)⋯(α −m + 1)
(m − 1)!

Jα ⎛
⎝
L
⎡⎢⎢⎢⎢⎣

µ

∑
ς=0

vς(x, t; λ)
⎤⎥⎥⎥⎥⎦
− g(x, t; λ)

⎞
⎠

. (22)

3.3. Convergence analysis of fuzzy VIM

In this part, we propose the convergence analysis of the fuzzy VIM as the following theorem.

Theorem 20. Assume that A an operator from a Hilbert space H to H. The series solution of (19) and (20), convergence
if ∃ 0 < γ < 1 such that ∥A[v0(x, t; λ) + v1(x, t; λ) + ⋯ + vµ+1(x, t; λ)]∥ ≤ γ∥A[v0(x, t; λ) + v1(x, t; λ) + ⋯ +
vµ(x, t; λ)]∥, that is

∥vµ+1(x, t; λ)∥ ≤ γ∥vµ(x, t; λ)∥, ∀j ∈ N∪ {0},
∥vµ+1(x, t; λ)∥ ≤ γ∥vµ(x, t; λ)∥, ∀j ∈ N∪ {0}.

Proof. Define the sequence {Sn(x, t; λ)}∞n=0, where λ ∈ [0, 1]we obtain

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

S0(x, t; λ) = v0(x, t; λ),
S1(x, t; λ) = v0(x, t; λ)+ v1(x, t; λ),

⋮
Sn(x, t; λ) = v0(x, t; λ)+ v1(x, t; λ)+⋯+ vn(x, t; λ),

(23)
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and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

S0(x, t; λ) = v0(x, t; λ),
S1(x, t; λ) = v0(x, t; λ)+ v1(x, t; λ),

⋮
Sn(x, t; λ) = v0(x, t; λ)+ v1(x, t; λ)+⋯+ vn(x, t; λ),

(24)

and show that {Sn(x, t; λ)}∞n=0, is a Cauchy sequence in the Hilbert space H

∥Sn+1(x, t; λ)− Sn(x, t; λ)∥ = ∥vn+1(x, t; λ)∥ ≤ γ∥vn(x, t; λ)∥

≤ γ2∥vn−1(x, t; λ)∥ ≤ ⋯ ≤ γn+1∥v0(x, t; λ)∥ (25)

∥Sn+1(x, t; λ)− Sn(x, t; λ)∥ = ∥vn+1(x, t; λ)∥ ≤ γ∥vn(x, t; λ)∥

≤ γ2∥vn−1(x, t; λ)∥ ≤ ⋯ ≤ γn+1∥v0(x, t; λ)∥. (26)

For n, µ ∈ N, n ≥ µ, we obtain

∥Sn(x, t; λ)− Sµ(x, t; λ)∥ = ∥ (Sn(x, t; λ)− Sn−1(x, t; λ))+ (Sn−1(x, t; λ)− Sn−2(x, t; λ))

+⋯+ (Sµ+1(x, t; λ)− Sµ(x, t; λ)) ∥

≤ ∥ (Sn(x, t; λ)− Sn−1(x, t; λ)) ∥+ ∥ (Sn−1(x, t; λ)− Sn−2(x, t; λ)) ∥

+⋯+ ∥ (Sµ+1(x, t; λ)−Sµ(x, t; λ)) ∥

≤ γn∥v0(x, t; λ)∥+ γn−1∥v0(x, t; λ)∥+⋯+ γµ+1∥v0(x, t; λ)∥

= 1− γn−µ

1− γ
γµ+1∥v0(x, t; λ)∥, (27)

and

∥Sn(x, t; λ)− Sµ(x, t; λ)∥ = ∥ (Sn(x, t; λ)− Sn−1(x, t; λ))+ (Sn−1(x, t; λ)− Sn−2(x, t; λ))
+⋯+ (Sµ+1(x, t; λ)− Sµ(x, t; λ)) ∥

≤ ∥ (Sn(x, t; λ)− Sn−1(x, t; λ)) ∥+ ∥ (Sn−1(x, t; λ)− Sn−2(x, t; λ)) ∥
+⋯+ ∥ (Sµ+1(x, t; λ)− Sµ(x, t; λ)) ∥

≤ γn∥v0(x, t; λ)∥+ γn−1∥v0(x, t; λ)∥+⋯+ γµ+1∥v0(x, t; λ)∥

= 1− γn−µ

1− γ
γµ+1∥v0(x, t; λ)∥, (28)

and since 0 ≤ γ ≤ 1, we obtain

lim n, µ →∞∥Sn(x, t; λ)− Sµ(x, t; λ)∥ = 0̃, (29)

lim n, µ →∞∥Sn(x, t; λ)− Sµ(x, t; λ)∥ = 0̃. (30)

Thus, {Sn(x, t; λ)}∞n=0, is a Cauchy sequence in the Hilbert space H and it implies that the series solution of (19)
and (20), convergence.

4. Examples

In this section, we have utilized the differential transform method and fuzzy variational iteration method
to solve fuzzy partial differential equations. To demonstrate the effectiveness and versatility of the proposed
methods, we have presented three illustrative examples.

Example 1. We consider the following fuzzy fractional KdV equation

Dα
t ũ⊖gH 3(ũ2)x ⊕ ũxxx = 0̃, (31)
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subject to
ũ(x, 0) = [(1+ 2λ)n, (5− 2λ)n]⊙ 6x (32)

where (n = 1, 2, 3,⋯), and 0 < α ≤ 1. The parametric from of (31) is

Dα
t u − 3(u2)x + uxxx = 0̃, (33)

Dα
t u − 3(u2)x + uxxx = 0̃, (34)

for λ ∈ [0, 1], where u stands for u(x, t; λ), and similarly for u.
Case [A]. The differential transform method: Applying the two-dimensional DTM to both sides of (33) and
(34), we obtain

Γ(α(h + 1)+ 1)
Γ(αh + 1)

U(j, h + 1; λ) = 3(j + 1)
µ+1

∑
r=0

h
∑
s=0

U(r, h − s; λ)U(j − r + 1, s; λ)− (j + 1)(j + 2)(j + 3)U(j + 3, h; λ) (35)

Γ(α(h + 1)+ 1)
Γ(αh + 1)

U(j, h + 1; λ) = 3(j + 1)
µ+1

∑
r=0

h
∑
s=0

U(r, h − s; λ)U(j − r + 1, s; λ)− (j + 1)(j + 2)(j + 3)U(j + 3, h; λ).

(36)

Taking the initial condition (32), we obtain

⎧⎪⎪⎨⎪⎪⎩

U(j, 0)(λ) = 0̃, j = 0, 2, 3,⋯
U(1, 0)(λ) = 6(1+ 2λ)n,

(37)

and

⎧⎪⎪⎨⎪⎪⎩

U(j, 0)(λ) = 0̃, j = 0, 2, 3,⋯
U(1, 0)(λ) = 6(5− 2λ)n.

(38)

Using (38) into (35), we can get some value of Ũ(k, h; λ) = [U(k, h; λ), U(k, h; λ)], we get

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U(j, 1)(λ) = 0̃,

U(1, 1)(λ) = (1+ 2λ)n [ 63

Γ(α + 1)
] ,

U(j, 2)(λ) = 0̃,

U(1, 2)(λ) = (1+ 2λ)n [ 2 ⋅ 65

Γ(2α + 1)
] ,

U(j, 3)(λ) = 0̃,

U(1, 3)(λ) = (1+ 2λ)n [ 4 ⋅ 67

Γ(3α + 1)
+ 67(2α + 1)

Γ2(α + 1)Γ(3α + 1)
] ,

(39)

and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U(j, 1)(λ) = 0̃,

U(1, 1)(λ) = (5− 2λ)n [ 63

Γ(α + 1)
] ,

U(j, 2)(λ) = 0̃,

U(1, 2)(λ) = (5− 2λ)n [ 2 ⋅ 65

Γ(2α + 1)
] ,

U(j, 3)(λ) = 0̃,

U(1, 3)(λ) = (5− 2λ)n [ 4 ⋅ 67

Γ(3α + 1)
+ 67(2α + 1)

Γ2(α + 1)Γ(3α + 1)
] .

(40)
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The solution for Ũ(j, h; λ) is

u(x, t; λ) = (1+ 2λ)n [6x + 63

Γ(α + 1)
xt

α

+ 2 ⋅ 65

Γ(2α + 1)
xt2α + [ 4 ⋅ 67

Γ(3α + 1)
+ 67(2α + 1)

Γ2(α + 1)Γ(3α + 1)
] xt3α +⋯] , (41)

u(x, t; λ) = (5− 2λ)n [6x + 63

Γ(α + 1)
xt

α

+ 2 ⋅ 65

Γ(2α + 1)
xt2α + [ 4 ⋅ 67

Γ(3α + 1)
+ 67(2α + 1)

Γ2(α + 1)Γ(3α + 1)
] xt3α +⋯] . (42)

We can obtain the solution for α = 1, as follows:

u(x, t; λ) = (1+ 2λ)n (1+ 36t + 362t2 + 363t3 +⋯) ;

u(x, t; λ) = (5− 2λ)n (1+ 36t + 362t2 + 363t3 +⋯) ,

we get

ũ(x, t; λ) = [(1+ 2λ)n, (5− 2λ)n]⊙ [ 6x
1− 36t

] , 0 ≤ λ ≤ 1.

Case [B]. Fuzzy variational iteration method: By utilizing (21) and (22), we can derive the iteration formula
for solving problem (31):

v0(x, t; λ) = (1+ 2λ)n6x,

vk+1(x, t; λ) = −J {Dα
t v(x, t; λ)− 3(v2)x(x, t; λ)+ vxxx(x, t; λ)} ,

(43)

and

v0(x, t; λ) = (5− 2λ)n6x,

vk+1(x, t; λ) = −J {Dα
t v(x, t; λ)− 3(v2)x(x, t; λ)+ vxxx(x, t; λ)} .

(44)

Taking the mentioned iteration formula, we get

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v1(x, t; λ) = (1+ 2λ)n [ 63x
Γ(α + 1)

tα] ,

v2(x, t; λ) = (1+ 2λ)n [ 2 ⋅ 67x
Γ(2α + 1)

t2α + 67x
Γ(α + 1)2

Γ(2α + 1)
Γ(3α + 1)

t3α] ,

⋮

(45)

and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v1(x, t; λ) = (5− 2λ)n [ 63x
Γ(α + 1)

tα] ,

v2(x, t; λ) = (5− 2λ)n [ 2 ⋅ 67x
Γ(2α + 1)

t2α + 67x
Γ(α + 1)2

Γ(2α + 1)
Γ(3α + 1)

t3α] ,

⋮.

(46)

For α = 1, we obtain the approximate solution as follows:

u(x, t; λ) ≈
3
∑
µ=0

vµ(x, t; λ) = (1+ 2λ)n [6x (1+ 36t + 362t2 +⋯)] , (47)

u(x, t; λ) ≈
3
∑
µ=0

vµ(x, t; λ) = (5− 2λ)n [6x (1+ 36t + 362t2 +⋯)] , (48)
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after some steps and the exact solution obtained as follows:

u(x, t; λ) =
3
∑
µ=0

vµ(x, t; λ) = (1+ 2λ)n [6x (1+ 36t + 362t2 +⋯)] , (49)

u(x, t; λ) =
3
∑
µ=0

vµ(x, t; λ) = (5− 2λ)n [6x (1+ 36t + 362t2 +⋯)] , (50)

we obtain

ũ(x, t; λ) = [(1+ 2λ)n, (5− 2λ)n]⊙ [ 6x
1− 36t

] , 0 ≤ λ ≤ 1.

Example 2. We consider the following fuzzy fractional K(2, 2) equation

Dα
t ũ⊕ (ũ2)x ⊕ (ũ2)xxx = 0̃, 0 < α ≤ 1, (51)

subject to
ũ(x, 0) = [(0.1+ 0.1α)n, (0.3− 0.1α)n]⊕ x, (52)

where (n = 1, 2, 3,⋯). The parametric from of (51) is

Dα
t u + (u2)x + (u2)xxx = 0̃, 0 < α ≤ 1, (53)

Dα
t u + (u2)x + (u2)xxx = 0̃, 0 < α ≤ 1, (54)

for λ ∈ [0, 1], where u stands for u(x, t; λ), and similarly for u.

Case [A]. The differential transform method: Applying the two-dimensional DTM to both sides of
(53) and (54), we obtain

Γ(α(h + 1)+ 1)
Γ(αh + 1)

U(j, h + 1; λ) = −(j + 1)
µ+1

∑
r=0

h
∑
s=0

U(r, h − s; λ)U(j − r + 1, s; λ),

− (j + 1)(j + 2)(j + 3)
µ+3

∑
r=0

h
∑
s=0

U(r, h − s; λ)U(j − r + 3, s; λ), (55)

Γ(α(h + 1)+ 1)
Γ(αh + 1)

U(j, h + 1; λ) = −(j + 1)
µ+1

∑
r=0

h
∑
s=0

U(r, h − s; λ)U(j − r + 1, s; λ),

− (j + 1)(j + 2)(j + 3)
µ+3

∑
r=0

h
∑
s=0

U(r, h − s; λ)U(j − r + 3, s; λ). (56)

Taking the initial condition (52), we obtain

⎧⎪⎪⎨⎪⎪⎩

U(j, 0)(λ) = (0.1+ 0.1α)n, j = 0, 2, 3,⋯
U(1, 0)(λ) = 1+ (0.1+ 0.1α)n,

(57)

and

⎧⎪⎪⎨⎪⎪⎩

U(j, 0)(λ) = (0.3− 0.1α)n, j = 0, 2, 3,⋯
U(1, 0)(λ) = 1+ (0.3− 0.1α)n.

(58)
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Using (58) into (55) with we can get some value of Ũ(k, h; λ) = [U(k, h; λ), U(k, h; λ)], we get

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U(j, 1)(λ) = (0.1+ 0.1λ)n,

U(1, 1)(λ) = (0.1+ 0.1λ)n + [ −2
Γ(α + 1)

] ,

U(j, 2)(λ) = (0.1+ 0.1λ)n,

U(1, 2)(λ) = (0.1+ 0.1λ)n + [ 23

Γ(2α + 1)
] ,

U(j, 3)(λ) = (0.1+ 0.1λ)n,

U(1, 3)(λ) = (0.1+ 0.1λ)n + [− 25

Γ(3α + 1)
− 23Γ(2α + 1)

Γ2(α + 1)Γ(3α + 1)
] ,

(59)

and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U(j, 1)(λ) = (0.3− 0.1λ)n,

U(1, 1)(λ) = (0.3− 0.1λ)n + [ −2
Γ(α + 1)

] ,

U(j, 2)(λ) = (0.3− 0.1λ)n,

U(1, 2)(λ) = (0.3− 0.1λ)n + [ 23

Γ(2α + 1)
] ,

U(j, 3)(λ) = (0.3− 0.1λ)n,

U(1, 3)(λ) = (0.3− 0.1λ)n + [− 25

Γ(3α + 1)
− 23Γ(2α + 1)

Γ2(α + 1)Γ(3α + 1)
] ,

(60)

The solution for Ũ(j, h; λ) is

u(x, t; λ) = (0.1+ 0.1α)n + [x − 2xtα

Γ(α + 1)
+ 23xt2α

Γ(2α + 1)
− [ 25

Γ(3α + 1)
+ 23Γ(2α + 1)

Γ2(α + 1)Γ(3α + 1)
] xt3α +⋯] , (61)

u(x, t; λ) = (0.3− 0.1α)n + [x − 2xtα

Γ(α + 1)
+ 23xt2α

Γ(2α + 1)
− [ 25

Γ(3α + 1)
+ 23Γ(2α + 1)

Γ2(α + 1)Γ(3α + 1)
] xt3α +⋯] . (62)

We can obtained the solution for α = 1, as follows:

u(x, t; λ) = (0.1+ 0.1λ)n + (x − 2xt + 4xt2 + 8xt3 +⋯) ,

u(x, t; λ) = (0.3− 0.1λ)n + (x − 2xt + 4xt2 + 8xt3 +⋯) ,

we obtain

ũ(x, t; λ) = [(0.1+ 0.1λ)n, (0.3− 0.1λ)n]⊕ [ x
1+ 2t

] , 0 ≤ λ ≤ 1.

Case [B]. Fuzzy variational iteration method: The fuzzy iteration formula for problem (53) and (54), we obtain

v0(x, t; λ) = (0.1+ 0.1λ)n + x,

vk+1(x, t; λ) = −J {Dα
t v(x, t; λ)+ (v2)x(x, t; λ)+ (v2)xxx(x, t; λ)} ,

(63)

and

v0(x, t; λ) = (0.3− 0.1λ)n + x,

vk+1(x, t; λ) = −J {Dα
t v(x, t; λ)+ (v2)x(x, t; λ)+ (v2)xxx(x, t; λ)} .

(64)
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Taking the mentioned iteration formula, we obtain

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v1(x, t; λ) = (0.1+ 0.1λ)n − [ 2x
Γ(α + 1)

tα] ,

v2(x, t; λ) = (0.1+ 0.1λ)n + [ 23x
Γ(2α + 1)

t2α − 23x
Γ(α + 1)2

Γ(2α + 1)
Γ(3α + 1)

t3α] ,

⋮

(65)

and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v1(x, t; λ) = (0.3− 0.1λ)n − [ 2x
Γ(α + 1)

tα] ,

v2(x, t; λ) = (0.3− 0.1λ)n + [ 23x
Γ(2α + 1)

t2α − 23x
Γ(α + 1)2

Γ(2α + 1)
Γ(3α + 1)

t3α] ,

⋮.

(66)

For α = 1, we obtain the approximate solution as follows:

u(x, t; λ) ≈
3
∑
µ=0

vµ(x, t; λ) = (0.1+ 0.1λ)n + [x (1− 2t + 4t2 +⋯)] , (67)

u(x, t; λ) ≈
3
∑
µ=0

vµ(x, t; λ) = (0.3− 0.1λ)n + [x (1− 2t + 4t2 +⋯)] , (68)

after some steps and the exact solution obtained as:

u(x, t; λ) =
∞
∑
µ=0

vµ(x, t; λ) = (0.1+ 0.1λ)n + [x (1− 2t + 4t2 +⋯)] , (69)

u(x, t; λ) =
3
∑
µ=0

vµ(x, t; λ) = (0.3− 0.1λ)n + [x (1− 2t + 4t2 +⋯)] , (70)

we get

ũ(x, t; λ) = [(0.1+ 0.1α)n, (0.3− 0.1α)n]⊕ [ x
1+ 2t

] , 0 ≤ λ ≤ 1.

Example 3. We consider the following fuzzy modified fractional KdV (mKdV) equation

Dα
t ũ⊕ 1

2
⊙ (ũ2)x ⊖gH ũxx = 0̃, 0 < α ≤ 1, (71)

subject to
ũ(x, 0) = [(0.2+ 0.2r)n, (0.6− 0.2r)n]⊖gH x, (72)

where (n = 1, 2, 3,⋯). The parametric from of (71) is

Dα
t u + 1

2
(u2)x − uxx = 0̃, 0 < α ≤ 1, (73)

Dα
t u + 1

2
(u2)x − uxx = 0̃, 0 < α ≤ 1, (74)
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for λ ∈ [0, 1], where u stands for u(x, t; λ), and similarly for u.
Case [A]. The differential transform method: Applying the two-dimensional DTM to (73) and (74), we get

Γ(α(h + 1)+ 1)
Γ(αh + 1)

U(j, h + 1; λ) = −1
2
(j + 1)

µ+1

∑
r=0

h
∑
s=0

U(r, h − s; λ)U(j − r + 1, s; λ)+ (j + 1)(j + 2)U(j + 2, h; λ) (75)

Γ(α(h + 1)+ 1)
Γ(αh + 1)

U(j, h + 1; λ) = −1
2
(j + 1)

µ+1

∑
r=0

h
∑
s=0

U(r, h − s; λ)U(j − r + 1, s; λ)+ (j + 1)(j + 2)U(j + 2, h; λ). (76)

Using the initial condition (72), we get

⎧⎪⎪⎨⎪⎪⎩

U(j, 0)(λ) = (0.2+ 0.2r)n, j = 0, 2, 3,⋯
U(1, 0)(λ) = (0.2+ 0.2r)n − 1,

(77)

and

⎧⎪⎪⎨⎪⎪⎩

U(j, 0)(λ) = (0.6− 0.2r)n, j = 0, 2, 3,⋯
U(1, 0)(λ) = (0.6− 0.2r)n − 1.

(78)

From (78) into (75) with we can get some value of Ũ(k, h; λ), we obtain

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U(j, 1)(λ) = (0.2+ 0.2λ)n,

U(1, 1)(λ) = (0.2+ 0.2λ)n − [ −1
Γ(α + 1)

] ,

U(j, 2)(λ) = (0.2+ 0.2λ)n,

U(1, 2)(λ) = (0.2+ 0.2λ)n − [ 2
Γ(2α + 1)

] ,

U(j, 3)(λ) = (0.2+ 0.2λ)n,

U(1, 3)(λ) = (0.2+ 0.2λ)n − [− 4
Γ(3α + 1)

− Γ(2α + 1)
Γ2(α + 1)Γ(3α + 1)

] ,

(79)

and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U(j, 1)(λ) = (0.6− 0.2λ)n,

U(1, 1)(λ) = (0.6− 0.2λ)n − [ −1
Γ(α + 1)

] ,

U(j, 2)(λ) = (0.6− 0.2λ)n,

U(1, 2)(λ) = (0.6− 0.2λ)n − [ 2
Γ(2α + 1)

] ,

U(j, 3)(λ) = (0.6− 0.2λ)n,

U(1, 3)(λ) = (0.6− 0.2λ)n − [− 4
Γ(3α + 1)

− Γ(2α + 1)
Γ2(α + 1)Γ(3α + 1)

] .

(80)

The solution for Ũ(j, h; λ) is

u(x, t; λ) = (0.2+ 0.2λ)n − [x − xtα

Γ(α + 1)
+ 2xt2α

Γ(2α + 1)
− [ 4

Γ(3α + 1)
+ Γ(2α + 1)

Γ2(α + 1)Γ(3α + 1)
] xt3α +⋯] , (81)

u(x, t; λ) = (0.6− 0.2λ)n − [x − xtα

Γ(α + 1)
+ 2xt2α

Γ(2α + 1)
− [ 4

Γ(3α + 1)
+ Γ(2α + 1)

Γ2(α + 1)Γ(3α + 1)
] xt3α +⋯] . (82)
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We can obtained the solution for α = 1, as follows:

u(x, t; λ) = (0.2+ 0.2λ)n − (x − xt + xt2 − xt3 +⋯) ,

u(x, t; λ) = (0.6− 0.2λ)n − (x − xt + xt2 − xt3 +⋯) ,

we obtain

ũ(x, t; λ) = [(0.2+ 0.2λ)n, (0.6− 0.2λ)n]⊖gH [
x

1+ t
] , 0 ≤ λ ≤ 1.

Case [B]. Fuzzy variational iteration method: The fuzzy iteration formula for problem (73) and (74), we obtain

v0(x, t; λ) = (0.2+ 0.2λ)n − x,

vk+1(x, t; λ) = −Jα {Dα
t v(x, t; λ)+ 1

2
(v2)x(x, t; λ)+ vxx(x, t; λ)} ,

(83)

and

v0(x, t; λ) = (0.6− 0.2λ)n − x,

vk+1(x, t; λ) = −Jα {Dα
t v(x, t; λ)+ 1

2
(v2)x(x, t; λ)+ vxx(x, t; λ)} .

(84)

According to the mentioned iteration formula, we obtain

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v1(x, t; λ) = (0.2+ 0.2λ)n + [ x
Γ(α + 1)

tα] ,

v2(x, t; λ) = (0.2+ 0.2λ)n − [ 2x
Γ(2α + 1)

t2α − x
Γ(α + 1)2

Γ(2α + 1)
Γ(3α + 1)

t3α] ,

v3(x, t; λ) = (0.2+ 0.2λ)n − [− 22x
Γ(3α + 1)

t3α + Γ(3α + 1)
Γ(4α + 1)

[ 2x
Γ(α + 1)2

Γ(2α + 1)
Γ(3α + 1)

+ 22x
Γ(α + 1)Γ(2α + 1)

] t4α

−Γ(4α + 1)
Γ(5α + 1)

[ 22x
Γ(2α + 1)2

+ 2x
Γ(α + 1)3

Γ(2α + 1)
Γ(3α + 1)

] t5α + 22x
Γ(α + 1)2

Γ(5α + 1)
Γ(3α + 1)Γ(6α + 1)

t6α

− x
Γ(α + 1)4

Γ(2α + 1)2Γ(6α + 1)
Γ(3α + 1)2Γ(7α + 1)

t7α] ,

⋮

and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v1(x, t; λ) = (0.6− 0.2λ)n + [ x
Γ(α + 1)

tα] ,

v2(x, t; λ) = (0.6− 0.2λ)n − [ 2x
Γ(2α + 1)

t2α − x
Γ(α + 1)2

Γ(2α + 1)
Γ(3α + 1)

t3α] ,

v3(x, t; λ) = (0.6− 0.2λ)n − [− 22x
Γ(3α + 1)

t3α + Γ(3α + 1)
Γ(4α + 1)

[ 2x
Γ(α + 1)2

Γ(2α + 1)
Γ(3α + 1)

+ 22x
Γ(α + 1)Γ(2α + 1)

] t4α

−Γ(4α + 1)
Γ(5α + 1)

[ 22x
Γ(2α + 1)2

+ 2x
Γ(α + 1)3

Γ(2α + 1)
Γ(3α + 1)

] t5α + 22x
Γ(α + 1)2

Γ(5α + 1)
Γ(3α + 1)Γ(6α + 1)

t6α

− x
Γ(α + 1)4

Γ(2α + 1)2Γ(6α + 1)
Γ(3α + 1)2Γ(7α + 1)

t7α] ,

⋮.
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For α = 1, we obtain the approximate solution as follows:

u(x, t; λ) ≈
3
∑
µ=0

vµ(x, t; λ) = (0.2+ 0.2λ)n − [x (1− t + t2 − t3 +⋯)] , (85)

u(x, t; λ) ≈
3
∑
µ=0

vµ(x, t; λ) = (0.6− 0.2λ)n − [x (1− t + t2 − t3 +⋯)] , (86)

after some steps and the exact solution obtained as follows:

u(x, t; λ) =
∞
∑
µ=0

vµ(x, t; λ) = (0.2+ 0.2λ)n − [x (1− t + t2 − t3 +⋯)] , (87)

u(x, t; λ) =
3
∑
µ=0

vµ(x, t; λ) = (0.6− 0.2λ)n − [x (1− t + t2 − t3 +⋯)] , (88)

we obtain

ũ(x, t; λ) = [(0.2+ 0.2r)n, (0.6− 0.2r)n]⊖gH
x

1+ t
, 0 ≤ λ ≤ 1.

5. Conclusion

This paper successfully applied the generalized differential transform method (DTM) and fuzzy
variational iteration method (VIM) to solve fuzzy nonlinear fractional partial differential equations (FPDEs) of
fractional order using Taylor’s formula and fuzzy Caputo’s fractional derivative. The results of the illustrative
examples demonstrate that these methods are effective and user-friendly mathematical tools to solve fuzzy
FPDEs. In future research, we plan to investigate novel approaches towards bipolar complex fuzzy sets and
their applications in generalized similarity measures, as well as a novel approach towards bipolar soft sets and
their applications in T-spherical fuzzy sets and spherical fuzzy sets.
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