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Abstract: Let V(G) = {v1, v2, . . . , vn} be the vertex set and E(G) = {e1, e2, . . . , em} be the edge set of a graph
G. The Seidel adjacency matrix of a graph G is defined as S(G) = [sij] of order n × n, in which sij = −1 if vi is
adjacent to vj, sij = 1 if vi is not adjacent to vj and sii = 0. We introduce here the (−1, 1)-incidence matrix of
G as BS(G) = [cij] of order n ×m, in which cij = −1 if vi is incident to ej and cij = 1 if vi is not incident to ej.
Further we explore properties of BS(G) and of its transpose.
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1. Introduction

G raph theory is utilized to describe a variety of real world phenomena such as to study the properties
of molecules [1–3], social networks [4], nano-networks [5,6], ladder networks [7] etc. The matrices of

graphs are used to study the spectral and structural properties of graphs [8,9]. There are several matrices of
graphs exists, such as adjacency matrix, incidence matrix, Seidel matrix, Laplacian matrix, distance matrix
etc. The Seidel adjacency matrix of a graph has been studied in the literature [10]. The elements of the
Seidel adjacency matrix are either −1 or 1 or zero. In this paper we introduce a new matrix, which we call
(−1, 1)-incidence matrix of a graph, whose elements are either −1 or 1 and explore some of its properties.

Let G be a finite, simple graph with n ≥ 2 vertices and m ≥ 1 edges. Let V(G) = {v1, v2, . . . , vn} be the
vertex set of G and E(G) = {e1, e2, . . . , em} be the edge set of G. The degree of a vertex vi is the number
of edges incident to it and is denoted by d(vi). The degree of an edge ei whose end points are u and v is
d(ei) = d(u) + d(v) − 2. The line graph of G is a graph L(G), whose vertex set has one-to-one correspondence
with the edge set of G and two vertices in L(G) are adjacent if and only if the corresponding edges are adjacent
in G [11]. Let In denotes the identity matrix of order n, Jp×q be the matrix of order p× q, whose all elements are
equal to 1 and MT be the transpose of the matrix M.

The adjacency matrix [12] of a graph G is a matrix A(G) = [aij] of order n × n, where

aij = {
1 if vi is adjacent to vj,
0 otherwise.

The incidence matrix [12] of a graph G is a matrix B(G) = [bij] of order n ×m, where

bij = {
1 if vertex vi is incident to an edge ej,
0 otherwise.

The degree matrix of a graph G is a diagonal matrix D(G) = diag[d(v1), d(v2), . . . , d(vn)].

Lemma 1. [12] For any graph G with n vertices and m edges,
(i) B(G)B(G)T = A(G)+D(G) and
(ii) B(G)T B(G) = A(L(G))+ 2Im.
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The Seidel adjacency matrix of a graph G, introduced by van Lint and Seidel [13], is a matrix S(G) = [sij]
of order n × n, where

sij =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−1 if vi is adjacent to vj,
1 if vi is not adjacent to vj,
0 if i = j.

Properties of Seidel adjacency matrix and its eigenvalues can be found in [14–17].
Recent studies on graph, including the fault-tolerant mixed metric dimension [18], Cycle-super magic

labeling of polyomino linear and zig-zag chains [19], and mixed partition dimension [20], provide valuable
insights into the structural properties of the structures.

2. (−1, 1)-incidence matrix

Analogous to the Seidel adjacency matrix of a graph, we define here the (−1, 1)-incidence matrix of G as
n ×m matrix BS(G) = [cij], where

cij = {
−1 if the vertex vi is incident to the edge ej,

1 if the vertex vi is not incident to the edge ej.
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Figure 1. Graph G

The (−1, 1)-incidence matrix of a graph given in Figure 1 is

BS(G) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1 −1 1 1 1
1 −1 −1 1 −1
1 1 −1 −1 1
−1 1 1 −1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Let graph G has two components G1 and G2. If Gi has ni vertices and mi ≥ 1 edges, i = 1, 2. Then the
vertices and edges of G can be labeled in such a way that its (−1, 1)-incidence matrix is of the form

[ BS(G1) Jn1×m2

Jn2×m1 BS(G2)
] .

Proposition 2. If G is a graph with n vertices v1, v2, . . . , vn and m edges, then
(i) −1 appeares d(vi) times and 1 appeares m − d(vi) times in the i-th row of BS(G).
(ii) −1 appeares 2 times and 1 appeares n − 2 times in each column of BS(G).

Proof. (i) Vertex vi is incident to d(vi) edges. Hence −1 appeares d(vi) times and 1 appeares m− d(vi) times in
the i-th row of BS(G).

(ii) Each edge is incident to its two end points. Hence −1 appeares 2 times and 1 appeares n − 2 times in
each column of BS(G).

Proposition 3. If G is a graph with n vertices v1, v2, . . . , vn and m edges, then
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(i) BS(G) = Jn×m − 2B(G).
(ii) BS(G)T = Jm×n − 2B(G)T .
(iii) sum of the elements of i-th row in BS(G) is m − 2d(vi).
(iv) sum of the elements of each column in BS(G) is n − 4.

Proof. (i) By the definition of (−1, 1)-incidence matrix, we have BS(G) = −B(G)+ Jn×m − B(G) = Jn×m − 2B(G).
(ii) By above (i), BS(G)T = (Jn×m − 2B(G))T = Jm×n − 2B(G)T .
(iii) By the first result of Proposition 2, the sum of the elements of the i-th row in BS(G) is −d(vi) +m −

d(vi) = m − 2d(vi).
(iv) By the second result of Proposition 2, the sum of the elements of each column in BS(G) is −2+ n − 2 =

n − 4.

Corollary 4. If G is a graph with n vertices v1, v2, . . . , vn and m edges, then
(i) sum of the elements of i-th row in BS(G) is zero if d(vi) = m/2.
(ii) sum of the elements of i-th row in BS(G) is positive if d(vi) < m/2.
(iii) sum of the elements of i-th row in BS(G) is negative if d(vi) > m/2.

Corollary 5. For a graph G with n vertices and m edges,
(i) the sum of the elements of any column in BS(G) is zero if n = 4.
(ii) the sum of the elements of any column in BS(G) is positive if n > 4.
(iii) the sum of the elements of any column in BS(G) is negative if n < 4.

Since d(vi) is a non-negative integer, by Corollary 4(i), we note that there is no graph with odd number of
edges so that the sum of the elements of at least one row in BS(G) is zero. Also by Corollary 5(i), there is no
graph with n vertices (n ≠ 4) so that the sum of the elements of any column in BS(G) is zero.

Analogous to Lemma 1, we give Proposition 6.
For this we define the matrix DS(G) = [dij] of order n × n, where

dij = {
d(vi)+ d(vj) if i ≠ j,

0 if i = j.

Proposition 6. For a graph G with n vertices and m edges,
(i) BS(G)BS(G)T = mJn×n + 4A(G)− 2DS(G).
(ii) BS(G)T BS(G) = (n − 8)Jm×m + 4A(L(G))+ 8Im.

Proof. Let v1, v2, . . . , vn be the vertices of G. By Proposition 3 we have,

BS(G) = Jn×m − 2B(G) and BS(G)T = Jm×n − 2B(G)T .

(i) BS(G)BS(G)T = (Jn×m − 2B(G))(Jm×n − 2B(G)T)
= Jn×m Jm×n − 2B(G)Jm×n − 2Jn×mB(G)T + 4B(G)B(G)T

= mJn×n − 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

d(v1) d(v1) ⋯ d(v1)
d(v2) d(v2) ⋯ d(v2)
⋮ ⋮

d(vn) d(vn) ⋯ d(vn)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

−2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

d(v1) d(v2) ⋯ d(vn)
d(v1) d(v2) ⋯ d(vn)
⋮ ⋮

d(v1) d(v2) ⋯ d(vn)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ 4(A(G)+D(G))
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= mJn×n + 4A(G)− 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 d(v1)+ d(v2) ⋯ d(v1)+ d(vn)
d(v2)+ d(v1) 0 ⋯ d(v2)+ d(vn)

⋮ ⋮
d(vn)+ d(v1) d(vn)+ d(v2) ⋯ 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
= mJn×n + 4A(G)− 2DS(G).

(ii) BS(G)T BS(G) = (Jm×n − 2B(G)T)(Jn×m − 2B(G))
= Jm×n Jn×m − 2B(G)T Jn×m − 2Jm×nB(G)+ 4B(G)T B(G)
= nJm×m − 4Jm×m − 4Jm×m + 4(A(L(G))+ 2Im)
= (n − 8)Jm×m + 4A(L(G))+ 8Im.

Proposition 7. If G is a graph with n vertices v1, v2, . . . , vn and m edges, then
(i) (ij)-th element of BS(G)BS(G)T is m + 4− 2(d(vi)+ d(vj)) if vi is adjacent to vj.
(ii) (ij)-th element of BS(G)BS(G)T is m − 2(d(vi)+ d(vj)) if vi is not adjacent to vj.
(iii) (ii)-th element of BS(G)BS(G)T is m.

Proof. (i) Let vi be adjacent to vj. Then the (ij)-th element of A(G) is 1 and (ij)-th element of DS(G) is
d(vi) + d(vj). Therefore by the first result of Proposition 6, the (ij)-th element of BS(G)BS(G)T is m + 4 −
2(d(vi)+ d(vj)).

(ii) Let vi be not adjacent to vj. Then the (ij)-th element of A(G) is 0 and (ij)-th element of DS(G) is
d(vi) + d(vj). Therefore by the first result of Proposition 6, the (ij)-th element of BS(G)BS(G)T is m + 0 −
2(d(vi)+ d(vj)) = m − 2(d(vi)+ d(vj)).

(iii) Diagonal elements of A(G) and DS(G) are zeros. Therefore by the first result of Proposition 6, the
(ii)-th element of BS(G)BS(G)T is m.

Proposition 8. If G is a graph with n vertices and m edges e1, e2, . . . , em, then
(i) (ij)-th element of BS(G)T BS(G) is n − 4 if ei is adjacent to ej.
(ii) (ij)-th element of BS(G)T BS(G) is n − 8 if ei is not adjacent to ej.
(iii) (ii)-th element of BS(G)T BS(G) is n.

Proof. (i) Let ei be adjacent to ej. Then the (ij)-th element of A(L(G)) is 1 and (ij)-th element of Im is zero
(i ≠ j). Therefore by the second result of Proposition 6, the (ij)-th element of BS(G)T BS(G) is n−8+4+0 = n−4.

(ii) Let ei be not adjacent to ej. Then the (ij)-th element of A(L(G)) and of Im is zero (i ≠ j). Therefore by
the second result of Proposition 6, the (ij)-th element of BS(G)T BS(G) is n − 8+ 0+ 0 = n − 8.

(iii) Diagonal elements of A(L(G)) are zeros. Therefore by the second result of Proposition 6, the (ii)-th
element of BS(G)T BS(G) is n − 8+ 0+ 8 = n.

Proposition 9. For any graph G, the matrices BS(G)BS(G)T and BS(G)T BS(G) are symmetric.

Proof. Let v1, v2, . . . , vn be the vertices of G and e1, e2, . . . , em be the edges of G.
By Proposition 7, if vi is adjacent to vj, then the (ij)-th element and (ji)-th element of BS(G)BS(G)T is m+

4− 2(d(vi)+ d(vj)). Also if vi is not adjacent to vj, then the (ij)-th element and (ji)-th element of BS(G)BS(G)T
is m − 2(d(vi) + d(vj)). Further (ii)-th element of BS(G)BS(G)T is m. Hence BS(G)BS(G)T is a symmetric
matrix.

Similarly by Proposition 8 we can show that BS(G)T BS(G) is also symmetric matrix.

Proposition 10. If G is a graph with n vertices v1, v2, . . . , vn and m edges e1, e2, . . . , em, then
(i) the sum of the elements of i-th row (or i-th column) in BS(G)BS(G)T is (n − 4)(m − 2d(vi)).
(ii) the sum of the elements of i-th row (or i-th column) in BS(G)T BS(G) is (n − 8)m + 4d(ei)+ 8.
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Proof. (i) By Proposition 6, BS(G)BS(G)T = mJn×n + 4A(G)− 2DS(G) and it is symmetric by the Proposition 9.
Therefore sum of the elements of i-th row (or i-th column) in BS(G)BS(G)T is

mn + 4d(vi)− 2
n
∑

j=1; i≠j
[d(vi)+ d(vj)] = mn + 4d(vi)− 2[(n − 1)d(vi)+ 2m − d(vi)]

⎛
⎝

since
n
∑
j=1

d(vj) = 2m
⎞
⎠

= (n − 4)(m − 2d(vi)).

(ii) By Proposition 6, BS(G)T BS(G) = (n− 8)Jm×m + 4A(L(G))+ 8Im and it is symmetric by the Proposition
9. Therefore sum of the elements of i-th row (or i-th column) in BS(G)T BS(G) is (n − 8)m + 4d(ei)+ 8.

Corollary 11. If G is a graph with n vertices v1, v2, . . . , vn and m edges, then
(i) the sum of the elements of i-th row (or i-th column) in BS(G)BS(G)T is zero if n = 4 or d(vi) = m/2.
(ii) the sum of the elements of i-th row (or i-th column) in BS(G)BS(G)T is positive if n > 4 and d(vi) < m/2.
(iii) the sum of the elements of i-th row (or i-th column) in BS(G)BS(G)T is negative if n < 4 and d(vi) > m/2.

Corollary 12. If G is a graph with n vertices and m edges e1, e2, . . . , em, then
(i) the sum of the elements of i-th row (or i-th column) in BS(G)T BS(G) is zero if d(ei) = (8m −mn − 8)/4.
(ii) the sum of the elements of i-th row (or i-th column) in BS(G)T BS(G) is positive if d(ei) > (8m −mn − 8)/4.
(iii) the sum of the elements of i-th row (or i-th column) in BS(G)T BS(G) is negative if d(ei) < (8m −mn − 8)/4.

Example 1. For a graph given in Figure 1,

BS(G)BS(G)T =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1 −1 1 1 1
1 −1 −1 1 −1
1 1 −1 −1 1
−1 1 1 −1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1 1 1 −1
−1 −1 1 1

1 −1 −1 1
1 1 −1 −1
1 −1 1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

5 −1 −3 −1
−1 5 −1 −3
−3 −1 5 −1
−1 −3 −1 5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

and

5J + 4A(G)− 2DS(G) = 5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ 4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 1
1 0 1 1
0 1 0 1
1 1 1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

− 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 5 4 5
5 0 5 6
4 5 0 5
5 6 5 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

5 −1 −3 −1
−1 5 −1 −3
−3 −1 5 −1
−1 −3 −1 5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Therefore BS(G)BS(G)T = 5J + 4A(G)− 2DS(G).
Also

BS(G)T BS(G) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1 1 1 −1
−1 −1 1 1

1 −1 −1 1
1 1 −1 −1
1 −1 1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1 −1 1 1 1
1 −1 −1 1 −1
1 1 −1 −1 1
−1 1 1 −1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

4 0 −4 0 0
0 4 0 −4 0
−4 0 4 0 0

0 −4 0 4 0
0 0 0 0 4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

and

(4− 8)J + 4A(L(G))+ 8I = −4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ 4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 1 1
1 0 1 0 1
0 1 0 1 1
1 0 1 0 1
1 1 1 1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ 8

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

4 0 −4 0 0
0 4 0 −4 0
−4 0 4 0 0

0 −4 0 4 0
0 0 0 0 4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Therefore BS(G)T BS(G) = −4J + 4A(G)+ 8I.

Corollary 13. For all graphs G with n ≥ 8 vertices, the sum of the elements of any row (or column) in BS(G)T BS(G) is
positive.

3. Conclusion

In this article we have introduced the (−1, 1)-incidence matrix BS(G) of a graph G and explored some
properties of it and its transpose. This matrix further may be studied to explore the spectral and structural
properties of a graph. Particularly, the study of singular values of BS(G).
Acknowledgments: We are thankful to anonymous referees for their valuable suggestions to improve this paper. Special
thanks to colleagues, mentors, and peers for their valuable insights and encouragement throughout this research journey.

Data Availability Statementt: All the data supporting the results are included in the manuscript.

Conflicts of Interest: “The author declares no conflict of interest.”

Bibliography

[1] Abu-Saleem, M. (2025). The folded map on an identification graph and its application. Afrika Matematika, 36, Article
23.

[2] Ali, H., Ifthikar, B., Naqvi, S. A., & Fatima, U. (2024). Calculation of degree-based entropy measures for benzenoid
planar octahedron networks. Open Journal of Discrete Applied Mathematics, 7, 1–16.

[3] Ramane, H. S. & Yalnaik, A. S. (2017). Status connectivity indices of graphs and its applications to the boiling point of
benzenoid hydrocarbons. Journal of Applied Mathematics and Computing, 55, 609–627.

[4] Agrawal, R., Arquam, M., & Singh, A. (2020). Community detection in networks using graph embedding. Procedia
Computer Science, 173, 372–381.

[5] Liu, P., Ali, S., Azeem, M., Jamil, M. K., Zahid, M. A., Ali, W., & Almohsen, B. (2024). Mixed metric dimension and
exchange property of hexagonal nano-network. Scientific Reports, 14, Article 26536.

[6] Ali, S., Ahmad, F., & Jamil, M. K. (2024). The novel resolvability parameter, local edge partition dimension of graphs.
Open Journal of Discrete Applied Mathematics, 3, 69–71.

[7] Khan, A., Ali, S., Hayat, S., Azeem, M., Zhong, Y., Zahid, M. A., & Alenazi, M. J. F. (2025). Fault-tolerance and unique
identification of vertices and edges in a graph: The fault-tolerant mixed metric dimension. Journal of Parallel and
Distributed Computing, 197, Article 105024.

[8] Bapat, R. B. (2014). Graphs and Matrices. Springer. New York.
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