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Abstract: In this paper we find viscosity solutions to a system with two parabolic obstacle-type equations
that involve two normalized p—Laplacian operators. We analyze a two-player zero-sum game played on two
boards (with different rules in each board), in which at each board one of the two players has the choice of
playing in that board or switching to the other board and then play. We prove that the game has a value
and show that these value functions converge uniformly (when a parameter that controls the size of the steps
made in the game goes to zero) to a viscosity solution of a system in which one component acts as an obstacle
for the other component and vice versa. In this way, we find solutions to the parabolic two-membranes
problem.
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1. Introduction

T here is a deep connection between partial differential equations and probability. For linear operators,
the Laplacian can be connected with Brownian motion or with the limit of random walks as the step

size goes to zero (see, for example, [1-5]). Concerning nonlinear operators, there is a game introduced in [6]
called Tug-of-War that is connected with the infinity Laplacian. Later, in [7] and [8], the authors introduce
a modification of the game (called Tug-of-War with noise) that is related to the normalized p—Laplacian.
The previously mentioned results were extended to cover very different equations such as Pucci operators,
the Monge-Ampere equation, the obstacle problem, etc. For further details, we refer to the recent books [9]
and [10]. Concerning parabolic problems with nonlinear operators, we refer to [11-13], in which the authors
studied the parabolic infinity Laplacian. In [14], an alternative problem called the parabolic biased infinity
Laplacian equation is discussed. In relation to game theory, we refer to [15] where the authors described a
Tug-of-War game with spatial and time dependence. In [16], and also in the book [9], the authors find a mean
value formula for parabolic equations related to Tug-of-War with noise games. There is an increasing interest
in games for PDE systems. We quote [17-19] for examples of games played on different boards associated with
solutions of coupled PDE systems using both linear and nonlinear operators. In [18], the authors introduce a
game played on two boards where they impose a time-dependent condition on one board to obtain a solution
to a parabolic/elliptic problem.

In this paper, we will focus on the two membranes problem, a classical subject that has been extensively
studied in the literature. The stationary version of this problem models the behavior of two elastic membranes
clamped at the boundary of a prescribed domain. They are assumed to be ordered, with one membrane
above the other, and they are subject to different external forces. Specifically, the membrane on top is pushed
down, while the one below is pushed up. The main assumption here is that the two membranes do not
penetrate each other (they are assumed to be ordered in the whole domain). This situation can be modeled
by two obstacle problems; the lower membrane acts as an obstacle from below for the free elastic equation
that describes the location of the upper membrane, while, conversely, the upper membrane is an obstacle from
above for the equation for the lower membrane. When the equations that obey the two membranes have a
variational structure this problem can be tackled using calculus of variations (one aims to minimize the sum
of the two energies subject to the constraint that the functions that describe the position of the membranes are
always ordered inside the domain, one is bigger or equal than the other). Once existence of a solution (in an

Open ]. Math. Anal. 2025, 9(2), 214-250; doi:10.30538 / psrp-oma2025.0176 https:/ /pisrt.org/psr-press/journals/oma


https://pisrt.org/psr-press/journals/oma/
https://pisrt.org/psr-press
https://pisrt.org/psr-press/journals/oma

Open J. Math. Anal. 2025, 9(2), 214-250 215

appropriate sense) is obtained a lot of interesting questions arise, like uniqueness, regularity of the involved
functions, a description of the contact set, the regularity of the contact set, etc, see [20,21], the dissertation
[22] and references therein. However, when the involved equations are not variational the analysis relies
on monotonicity arguments (using the maximum principle). Recently, using game theory, the elliptic two
membrane problem was studied in [23] without assuming any variational structure. Our main interest here
is to look at the parabolic version of this problem. The parabolic two membranes problem can be interpreted
as the evolution in time of two membranes with prescribed initial positions and boundary conditions. These
solutions model the behavior of the membranes (one over the other), starting in an initial position. That is, this
problem represents the evolution problem for the stationary two-membranes problem.

To approximate solutions to a parabolic two membranes problem, we introduce a two-player zero-sum
game played in two parabolic cylinders, then we prove that this game has a value, and these values of the
game converge to solutions to the parabolic two membranes system as a parameter that controls the size of the
steps of the game goes to zero. Let us describe briefly the game. At each cylinder, we play a Tug-of-War game
with noise, varying parameters and running payoffs at each board. That is, with « probability, the players play
Tug-of-War (with probability % Player I chooses the next position of the token, and with probability % Player
IT chooses the next position, both in the e-ball), and with probability (1 — a) the token moves at random in the
e-ball. Also there exists a particular rule for changing boards. This is a brief description of the game: Ata given
point (x, t) in the first board, a fair coin is tossed, if the result is head, the players play Tug-of-War with noise
in space in this board, but changing  to t — ¢2. On the other hand, if the result is a tail, Player I will decide
between playing in the first board, or jump to the second board and play there, always changing t to the  — ¢2.
Conversely, in the second board the rules are the reverse, with probability % the token remains in the second
board and the players play Tug-of-War with noise (with a different set of parameters) changing # to t — ¢2, and
with probability % Player II decides to stay in the second board and play or to jump to the first board and play,
as before, changing t to t — ¢?. Regarding the games, at each board the game rules are different (Tug-of-War
with noise whit different parameters and running payoffs). The game continues until the token leaves the
domain, or the time becomes less than zero, and Player I wins the total payoff, while Player 1I loses the same
amount. This quantity is the sum of the final payoff and the running payoff wich depends on fixed Lipschitz
functions. Notice that the final payoff is different depending on the last position of the token (the position
outside the domain). Specifically, the payoff varies if the token leaves the domain from the sides or from the
bottom of the parabolic cylinder. This situation implies that the boundary condition must be compatible with
the initial condition. in both boards. We will prove that the game has a value, given by two functions, u¢(x, t)
and v°(x,t), that encode the expected outcome when the game starts at (x, ) in the first board and in the
second board respectively. These value functions verify the following Dynamic Programming Principle (DPP):

W (x, 1) = %]l(us)(x,t _ )4 %max ()t =), @)t -2)) (x1) eQx (0T),

1
o (x, ) = %]z(ve)(x,t — )+ %min{h(ug)(x,t— &), h()(xt -2} () eQx(7),
with the boundary conditions
uf(x,t) = f(x,t) (xt) € (RN\Q) x [0,T),
)
v (x,t) = g(x,t)  (x,t) € (RN\Q) x [0,T),
and initial conditions
u(x,0) =up(x) xe€Q,
3)
v*(x,0) =vp(x) x€Q.

The operators associated to the two Tug-of-War with noise that appear in the DPP are defined as follows:

J1(w)(x,t) = aq [1 sup w(y,t) +1 inf w(y,t)

(1 —a) ][ w(y, iy + (5,1, @
yeBe(x) 2 yeBe(x) Be(x)
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and

1 1
L(w)(x,t) =ay | = sup w(y,t)+ = inf w(y,t)
yEBe(x) 2 yeBi(x)

I —zxz)][ w(y, iy +2(x ). 6)
Be(x)

Here the functions hy,hy : Q x [0,T) — R are bounded Lipschitz functions, f,g : (RN\Q) x [0,T) — R
are bounded Lipschitz functions such that f > g, and ug, vy : 2 — R are bounded Lipschitz functions with
1y > vo. Notice that [; and J, are related to the games played on board one and board two respectively. We
also assume a compatibility condition on the data: Let us consider w; : [(RN\Q x [0, T)) U (Q x {0})] = R,

f(x,t) x¢&Q,t>0,
w1 (x/ t) = (6)
up(x) x€O,t=0,
and wy : [RN\Q x [0,T)) U (Q x {0})] = R,
g(x, 1) x& O, t>0,
wZ(xr t) = (7)
vo(x) xeQ,t=0.
It is clear that wq(x,t) > wy(x, t). We also need to impose the following Lipschitz condition,
|wi(x,t) —wi(y,s)| < L(|x =yl + |t —s]), ®)

for i = 1,2. This condition implies that the boundary functions are compatible with the initial conditions. That
is, for every (xi)r>1 C Q such that x; — y with y € 0Q) it holds

lim ug(xx) = f(y,0) and lim vo(x;) = g(y,0).
k—o00 k—o0
Finally, let us describe the assumtions on the domain.

Uniform exterior sphere condition
() is an open bounded domain, with smooth boundary, in the sense that there exists 0 < § < R such that

for every y € 9Q), there exists z € RN such that QO C Br(z)\B;(z) and y € 9B;(z).

Remark 1. From the DPP and the conditions f > g and uy > vy we get

ut > ot

7

in RN x [0, T). In particular, given (x,t) € Q x (0, T) we have that

() = () (et~ ) 3 max [y () (3, — ), o0 (£ — )}
2%]1(u€)(x,t— 2) + %]2(05)(x,t ~ &)

>Rt ) 4 g min {1 (1) (1, =€), (o) (3£~ ) } = 0°(x, 1),
The games J; and |, are associated with an operator called the normalized p—laplacian operator, defined
as follows (see [24]).

Definition 1. Given ¢ a C>! function such that V(x, t) # 0, we define, for p > 2, the normalized p—laplacian

operator as
1 M 1—a
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where « and p are related by
n p—2

1-a N+2

Here, the classical Laplacian and the normalized infinity Laplacian

Vo Vo _
AL = (D*¢9—", Rangle = |V |2 Qi P,
?= D05, [op Rensle = Vol K%N%,%xﬁpx,

appear.

Let us recall that the classical p—Laplacian is given by
Apu = div(|VulP~2Vu).

For 2 < p < oo, expanding the divergence we can write this operator as a combination of the Laplacian
and the normalized infinity Laplacian as follows:

Aput = |VulP~2 ((p—z)A;wAu). (10)

In [24] the authors proved that u : () — R verifies then asymptotic mean value formula

1 1
u(x)=a|z sup u(y)+= inf u(y)|+(1- oc)][ u(y)dy + 0(82), (11)
2 JeBi(v) 2 yeBe(x) Be(x)
as ¢ — 0, if and only if u is a solution to
Apu = 0. (12)
in the viscosity sense. Here & and p are related by
x  p—2
1—a N+2 (13)

Regarding this definition, and the mean value formulas J; and ], defined before, suppose now that u :
Q x (0,T) — R satisfies

u(x,t):all sup u(y,t—sz)—f—% inf u(y,t—¢?) +(1—DC)][ u(y,t —e*)dy + o(€?), (14)
Be(x)

yEB,(x) yEBe(x)
for € > 0 small. If we assume that u is smooth, using a simple Taylor expansion we have

&2

2 2y & 2 2
][Bg(x)u(y,t—s Ydy —u(x, t —¢e°) = 2(N+2)Au(x,t e7) +o(e), (15)

and if Vu(x,t — €2) # 0, using again a simple Taylor expansion we obtain

[; sup u(y,t82)+;yei£f(x)u(y,t82)] —u(x, t —€?)

YEBe(x)

1 Vu(x, t — &%) 5\ 1 Vu(x, t —€?) > >
N§M<x+£m,t—g)+§u(x_£m,t_£)_u<x,t_£)

2
= %Aiou(x,t—sz) +0(€?). (16)

Then, if we come back to (14), add —u(x,t — 62) at both sides, divide by €2, and take ¢ — 0, we get

ou

En Au(x, t). 17)

o (1—a)
(X, t) = EA&M(X, t) + m
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That is

aait‘(x, ) = Abu(x,b). (19)

This formal computation explains the relation between the formulas in the DPP and the corresponding
parabolic equations. We will use viscosity theory to perform this computation in a more rigorous way.
The main result of this paper is that the value of the game (the solution to the DPP) converges uniformly

as ¢ — 0 to a pair of continuous functions (u,v) that is a viscosity solution to the following parabolic system
with two different normalized p—laplacian operators.

Theorem 1. There exists a subsequence
pair of continuous functions (u,v). This

with the following extra condition,

(aa?(x, t) — A;,u(x, t)) + (

boundary conditions

{ u(x, t) = f(x,t) (x,t) €9 x[0,T),

and initial conditions

Here p and q are given by

of solutions to the DPP (1), denoted as (u*i,v"/) that converges as ¢; — 0 toa
limit pair is a viscosity solution to the following system

u(x, t) > o(x,t) (x,t) € QA% [0,T),

aait‘(x, ) — Apu(x,t) > hi(x,t) (x,t) € Qx(0,T),

%(x,t) — Alo(x,t) <hp(x,t)  (x,t) € Qx (0,T), (19)
%L;(x, t) — Apu(x,t) = hi(x,t)  (x,t) € (A% (0,T))N{u > v},

%(x,t) — Ajo(x,t) = ha(x, ) (x,8) € (A x (0,T)) N{u > v},

du

g(x, £ — A;v(x, t)) =hi(x,t) +ha(x,t) (x,8) €Qx(0,T), (20)

Remark 2. We can rewrite the system (19) as follows

min {Z—L;(x, t) — A},u

(21)
v(x, t) =g(x,t) (x,t) €00 x[0,T),
{ u(x,0) =up(x) x€Q,
(22)
v(x,0) =vp(x) x€Q.
& _ p—2 &  q—2
T Ni2 ™ -4 Ni2 (23)
(x,) =hi(x8), (u=2)(x, )} =0 (x,t)€Qx(0,T),
(24)

]
max {a—zt)(x, £ — A;v

with the extra condition

(aabt‘(x, t) — A},u(x,t)) + <

(x,1) — o (x, 1), (0 — ) (x, t)} =0  (nt)eQx(0,T),

g—:(x, £ — Aév(x, t)) =hi(x,t) +ha(x,t) (x,t) €Qx(0,T), (25)

the bondary conditions (21) and the initial conditions (22).

The main novelty of the paper

lies in the introduction of a game formulation for a coupled system

consisting of two parabolic equations, corresponding to a two membrane problem. In addition, the authors

propose an iterative construction of

the value function of the game, which ensures that this function is

measurable. The paper is thorough in its proofs, aiming to include as many technical details as possible.
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Organization of the paper

In §2 we introduce some preliminary results, including the definition of a viscosity solution to our
parabolic system. In §3 we present the rules of the two-players zero-sum game whose value is the solution
to the DPP. In §4 we prove that the game has a value, and the value is the unique solution to the DPP. We
start with a subsolution to the DPP, and using an iteration sheme we obtain an nondecreasing sequence of
subsolutions. This sequence is uniformly bounded and hence it converges. The limit of this sequence is the
solution to the DPP. Then we use some specific strategies to obtain sub and supermartingales, and using the
Optional Stopping Theorem we get that the solution to the DPP is the value of the game. The proof of Theorem
1is divided into sections §5 and §6. In the first one we prove uniform convergence along a subsequence using
an Arzela-Ascoli type Lemma, and in the second we show that the uniform limit is a viscosity solution to the
PDE system (19) with the extra condition (20) using classical viscosity techniques. Finally, in §7 we collect
some final remarks on possible extensions of our results.

2. Preliminaries.

In this section we introduce the precise definition of what we understand as a viscosity solution for the
system (19). Next, we include the precise statement of the Optional Stopping Theorem that we will need when
dealing with the probabilistic part of our arguments.

2.1. Viscosity solutions

We refer to [25] for general results on viscosity solutions.
For the parabolic equations that appear in (19) we introduce the following definition of being a viscosity
solution. Fix a function
P:Qx(0,T)xRxRN xsN SR,

where SN denotes the set of symmetric N x N matrices.We consider the PDE

P(x, t, a—u

= (6,1), Vu(x, 1), D?ulx, t)) =0, xeQO te(0,T). (26)

In our system we use the operator related with the normalized p-laplacian

T 7
P(x,ts,1n,X) = X Rangle + ————trace(X) | — h(x,t). (27)
(xti5, 20 = = |5 0 L Rangle-+ 75 =Eosrace(X)] — (a1
with « related with p as follows
x  p—2
1—a N+2

The idea behind Viscosity Solutions is to use the maximum principle in order to “pass derivatives to
smooth test functions”. This idea allows us to consider operators in non divergence form. We will assume that
P satisfies two monotonicity properties,

X<YinSN — P(x,t,s,7,X) > P(x,t,5,1,Y),
forall (x,t,5,17) € QA x (0,T) x R x RN; and
s1 <spinR = P(x,t,s,4,X) <P(x,t5,4Y),

for all (x,t,17,X) € Q x (0,T) x RN x SN. Here we have equations that involve the co-laplacian that are not
well defined when the gradient vanishes. In order to be able to handle this issue, we need to consider the
lower semicontinous envelope, P,, and upper semicontinous envelope, P*, of P, that are given by

P*(x,t,s,1,X) = lim sup P(y,1,n,Rho,Y),
(y1,nRho,Y)—(x,t,5,4,X)
P.(x,t,s,1,X) = lim inf P(y,1,n,Rho,Y).

(y 1n,Rho,Y)— (x,t,5,17,X)
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These functions coincide with P at every point of continuity of P and are lower and upper semicontinous
respectively. It is clear that the function P(x,t,s,#,X) defined in (27) is continuous for  # 0. With these
concepts at hand we are ready to state the definition of a viscosity solution to (26).

Definition 2. (a) An upper semi-continuous function u is a viscosity subsolution of (26) if for every ¢ €
C@Y(Q x (0,T)) such that ¢ touches u at (x,t) € Q x (0,T) strictly from above (that is, u# — ¢ has a strict
maximum at (x, f) with u(x, t) = ¢(x, t)), we have

P, <x, t,%(f(x,t),V(p(x,t),D2<p(x,t)> <0.

If u is a subsolution we write

p (x, : %(x, t),Vu(x,t),Dzu(x,t)> <.

(b) A lower semi-continuous function u is a viscosity supersolution of (26) if for every ¢ € C>1(Q x
(0,T)) such that ¢ touches u at (x,t) € Q) x (0, T) strictly from below (that is, u — ¢ has a strict minimum at
(x,t) with u(x,t) = ¢(x,t)), we have

p* <x, t,aa(f(x,t),D<p(x,t),D2<p(x,t)> > 0.

When u is a supersolution we write
ou 5
P x,t, g(x, t), Vu(x,t), D u(x,t) | > 0.
(c) Finally, u is a viscosity solution of (26) if it is both a sub- and supersolution, and we note

0
P (x, t, B—L;(x, ), Vu(x,t), Dzu(x, t)) =0.

As we mentioned before, to deal with our system (19), given a pair of continuous functions (1, v) such that
u > v, verifies the boundary conditions (21), and initial conditions (22), we just consider (27) with parameters
O<a<landO<ap <1,

K1 non 1—n ]
Pi(x,t,8,11,X) =s — | — (X, —Rangle + ————trace(X)| — hy(x,t),
1( Ui ) |:2< |1’]| |17| 8 2(N+2) ( ) 1( )

1—
<X|Z—|, |Z—|Rangle + z(Nfzz)trace(X)] — hp(x, 1), (28)

(%)

Py(x,t,s,1,X) =s — [2

and use Definition 2.

2.2. Probability. The optional stopping theorem

We briefly recall (see [5]) that a sequence of random variables { My}~ is called a supermartingale (a
submartingale) if
E[My1|Mo, My, ..., My] < My (>).

Then, the Optional Stopping Theorem, that we will call (OSTh) in what follows, says: Assume that 7 is a
stopping time such that one of the following conditions hold,

(a) The stopping time T is bounded a.s.,

(b) It holds that E[t] < co and there exists a constant ¢ > 0 such that

E[Mk+l - Mk|MO/ e Mk] <cg¢

(c) There exists a constant C > 0 such that [Mj, (73| < C as. for every k.
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Then
E[M:] < E[Mo] (=),

if { My }r>0 is a supermartingale (submartingale). For the proof of this result we refer to [1,5].

3. Description of the game

Let us describe in detail the game that we are going to study. It is a two-player zero-sum game. The game
is played in two boards, that we call board 1 and board 2, that are two copies of RN x [0, T), where there is a
fixed smooth bounded domain ) C RN. We fix two final payoff functions f,g : RN\Q x [0, T) — R. These are
two Lipschitz functions with f > g. Also we have two initial conditions ug, vg : (2 — R, bounded Lipschitz
functions such that ug > vy, and two running payoff functions h1,hy : QO x [0,T) — R (we also assume that
they are Lipschitz functions), that will be used in the first and in the second board respectively. Take a positive
parameter e that controls the size of the steps at both boards simultanepously. Let us use two games, with
different rules associated to two different parabolic p—Laplacian operators for the first and the second board
respectively. To this end, let us fix two numbers 0 < «; < 1 fori = 1,2. In the first board the rules are the
following: with a; probability we play with Tug-of-War rules descending to the t — & level, this means, a
fair coin is tossed and the player who wins the coin toss chooses the next position inside the ball B¢(x) but
descending to the t — &? level. That is, the next position of the game will be a point that looks like (y,t — &?)
with y € B¢(x), y chosed by the player who wins the coin toss. On the other hand, with (1 — 1) probability
we play with a random walk rule, the next position is chosen at random in B,(x) with uniform probability,
but descending again to the t — &2 level. That is, with (1 — a1) probability the next position of the token will
be (y,t — €?) with y € B¢(x) chosen at random. Playing in the first board we add a running payoff of amount
€2y (x,t — €2) (Player I gets €2h; (x, t — €2) and Player II pays the same amount). We call this game the J; game.
Analogously, in the second board we use &, to encode the probability that we play Tug-of-War and (1 — a;)
for the probability to move at random, both cases taking the next position in the t — &2 level, this time with a
running payoff of amount 2/ (x, t — €?). We call this game J;.

To the rules that we described in the two boards J; and ], we add the following ways of changing boards:
in the first board with probability 1 the game remains in the first board and play the J; game, and with
probability 1 5 Player I decides to play with J; rules (and the game position remains at the first board) or to
change boards and then the new position of the token is chosen playing the ], game rule in the second board.
In the second board the rule is just the opposite, in this case, with probability % the token remains in the
second board and the |, game is played, and with probability % Player II decides to play with J, game rules
(and remains at the second board) or to change boards and play in the first board with the J; game rules.

The game starts with a token at an initial position (xg, ty) € Q) x (0, T) in one of the two boards. After the
first play the game continues with the same rules described before. This gives a random sequence of points
(positions of the token) and a stopping time 7 (the first time that the position of the token is outside Q) x (0, T)
in any of the two boards). The sequence of positions will be denoted by

{(xOI tO/jO)/ (xl/ tl/jl)/ ce (xT/ tT/jT) }/

here (xi, tr) € Q% (0,T) for0 < k < t—1 (and (x¢,tr) ¢ Q x (0,T)) and the third variable, ji, € {1,2}, is
just an index that indicates in which board we are playing, j, = 1 if the position of the token is in the first
board, and jy = 2 if the token is in the second board. As we mentioned, the game ends when the token leaves
Q x (0, T) at some point (x¢, tr, jr) (let us observe that if t. 1 — &> < 0 we will consider t; = 0). In this case the
final payoff (the amount that Player I gets and Player II pays) is given by wy (xr, tr) if jr = 1, where w; is the
function defined in (6) (the token leaves the domain in the first board) and w;(x, t), where w, was defined
in (7) if j; = 2 (the token leaves in the second board). Hence, taking into account the running payoff and the
final payoff, the total payoff of a particular occurrence of the game is given by

total payoff :=wy (x+, tT)X{jﬂ} (jr) + wa(xe, tr) X j=2 (jr)

+é Z ( (ks s 1) X =1y Ukr1) + h2 (ks B X = 2}(]k+1)) (29)
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Notice that the total payoff is the sum of the final payoff (given by wj (x¢, t) or by wy(x+,tr) according
to the board at which the token leaves the domain) and the running payoff that is given by e2h1 (xy, t1) and
€2hy (xg, try1) according to the board in which we play at each step.

Now, the players fix two strategies, Sj for Player I and Sj; for Player II. That is, both players decide to play
or to change boards in the respective board if necessary, and in each board they select the point to go provided
the coin toss of the Tug-of-War game is favorable. Then, once we fix the strategies S; and Sy, everything
depends only on the underlying probability: the fair-coin toss that the players use to set the possibility to
decide to change the board (with probability 1/2-1/2), then the coin toss that decides when to play Tug-of-War
and when to move at random (remark that this probability is given by a7 or ay and it is different in the two
boards) and the coin toss (with probability 1/2-1/2) that decides who choses the next position of the game if
the Tug-of-War game is played. With respect to this underlying probability, with fixed strategies S; and Sy,
we can compute the expected final payoff starting at (x, t, j) (recall that j = 1,2 indicates the board at which is
the position of the game),

Eg tsi 3 [total payoff].
The game is said to have a value if

QOFf(x,t,j) = supinf ]Eéx’ts’j ) [total payoff] = infsup Eéx’gj ) [total payoff]. (30)
s, S oven S, ool

Notice that this value ()° is the best possible expected outcome that Player I and Player II may expect to
obtain playing their best. Here we prove that this game has a value. The value of the game, ()¢, is composed
in fact by two functions, the first one defined in the first board,

u(x,t) :== Qf(x,£,1),

that is the expected outcome of the game if the initial position is at the first board (and the players play their
best) and
v¥(x, 1) := QF(x,t,2),

that is the expected outcome of the game when the initial position is in the second board. It turns out that these
two functions uf, v satisfy a system of equations that is called the Dynamic Programming Principle (DPP) in
the literature. In our case, the corresponding DPP for the game is given by

W (x, 1) = %]1(u€)(x,t _ )+ %max ()t =), @)t -2} () eQx©T),

@)
v°(x,t) = %]z(vg)(x, t—e2) + %min {]1(u€)(x,t — &%), (v (x,t — 82)} (x,£) € A x (0,T),
with the boundary conditions
ut(x,t) = f(x,t) (x,t) € (RN\Q) x [0,T),
(32)
ve(x, t) = g(x, 1) (x,t) € (RN\Q) x [0, T),
and the initial conditions
u®(x,0) = up(x) x €,
(33)
{ v°(x,0) = vp(x) x € Q.

Remark 3. Observe that the DPP reflects the rules for the game described above. That is, with probability 1 the
game remains in the board where it is and play the corresponding game, and the max and min that appear in
the DPP corresponds to the choices of the players to change board (or not). In the first board the Player I (who
aims to maximize the expected outcome) is the one who decides, while in the second board the Player II (that
wants to minimize) decides. The games J; and ], defined in (4) and (5) shows that, at each board, players play
Tug-of-War with noise with two differents parameters (¢; and «;) and running payoff &, and h, respectivily.
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In the next section we will prove that there exists a unique solution to the DPP and this solution is the
value of the game that we just described.

4. Existence and uniqueness for the DPP

In this section we will prove that the value of the game is the solution to the DPP. But before that, let us
prove that there exists a solution to the DPP (1). To this end we introduce an auxiliary function. As Q) C RN is
bounded there exists R > 0 such that O CC Bg(0). Given K > 0 and M > 0 two constants, let us consider the
function

2K(|x[> = R?) - M (x,t) € Br(0) x (0,T),
zo(x,t) = N (34)
-M (x,t) € (RN\ Bg(0) x [0,T)) U (Br(0) x {0}).
This function has the following properties: The function zg is C>'(Q x (0, T)), is bounded (||zoRVerts, <
2KR? + M) and, since zj is radial, it holds that

9%z N —1) 9z N-1
AZO—ar'z‘i‘( ’ >ar—4K+<r>4KT—4KN,

and

2
ALz = 220 20 4K,
r
inside Q2. Then, we get
1, _ ™ (1-a) >
Bpzo = S (4K) + 5 CE (4KN) > K,
and a1 )
&2 — &2
Alzg = = (4K) + 5~—= (4KN) > K.
170 = 5 UK) + oy (4KN) 2
Finally, this function verifies
aZO
W —_— 0.

The following Lemma proves that this function is a subsolution to the DPP.

Lemma 1. Let
K = max{||h1RVert, |haRVerte} + 2,

and
M = max{|| fRVerte, ||gRVerte, ||ugRVerte, |[voRVerte } .

If we consider the function zo with these two constants, for € small enough the pair (zo,zg) is a subsolution to the
DPP (1). That is,

z0(x1) < () (xt — ) + 3 max {i(z0) (5,0 = ), h(Go) (=)} (x,0) € Q% (0,T),

(35)
zo(x,1) < %]z(zo)(x,t — &)+ %min {h (20) (x,t =€), Ja(20) (x, t — 52)} (x,t) € A% (0,T),
with the boundary conditions
zo(x, 1) < f(x,t) (x,1) € (RN\Q) x [0, T),
(36)
zo(x, 1) < g(x,t) (x,t) € (RN\Q) x [0, T),
and the initial conditions
{ 20(x,0) < up(x) x e,
@37)
zo(x,0) < vg(x) x e Q.
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Proof. First, we observe that the inequalites (36) and (37) holds for (x,t) € RN\Q x [0, T) and (x,t) € Q x {0}.
Let us recall the definition of [; and J»

Ji(w)(x, ) = [1 sup w(y,t) +5 inf w(y,

F-a) L wlhdy+ S, @9
yeBe(x) 2 yeBe(x) Be(x)

and

h@M%ﬂ—MF’wPWWJ+1JM w(y, 1)

+(1-a) ][ w(y, Ddy +Em(x ). (39)
yeBe(x) 2 yeBe() %)

Then, let us prove the following claim:
Claim. For (x,t) € Q x (0, T) it holds that

20(x, ) < min { T1(z0) (x,t — €2), Ja(z0) (x, t — 82)} — (40)
Proof of the Claim. We aim to show that
2 < min {]1(20)(x,t —&2) — zg(x, 1), Jo(z0) (%, t — %) — zo(x,t)}. 41)

Using Taylor’s expansions we obtain

J1(z0) (x, t—€2) —zo(x, ) =ay 1 sup (zo(y,t—e?)—zo(x,t—¢ ))—l—1 inf (zo(y, t — &%) —zo(x, t—¢€?))
2 yeBe(x) 2 yeBe(x)

+ (1—aq ][ (z0(y, t—€*)—zo(x, t—e*))dy + zo(x, t—€2) —zo(x, t) + €2hy (x, t—€?)
Be(x

:(—ﬂ(x,t) + —Aiozo(x,t—s )+ (1_1))Azo(x,t—sz))£2 + €%y (x, t—€%) + 0(€).

ot 2 2(N+2
(42)
Analogously,
J2(z0) (x, t — €%) — zo(x, t) :( - %(x )+ B2 zo(x,t — %) + MAZQ(X F— 82))82
’ ’ ot 27 2(N+2) ’
+ €2hy(x,t — €2) + 0(€?). (43)
If we come back to (41) and we divide by €2, we obtain that it is necesary to prove that it holds
1 < mi {_‘L( B) + Abzo(x,t — &) 4+ hu(x,t — €2), = 22 (x, 1) + Alzg(x,t — €2) + ha(x, £ — 2)}+O(Sz)
< min 5 zo(x, t —¢ (Xt =), == (x, g20(x, t —¢ 2(x,t—¢ 2
(44)
for e > 0 small enough. Using the properties of zg we have
)
azto(x B) + Abzo(x,t =€) +hy(x,t — €2) > K+ by (x,t —€2) 22> 1, (45)
and 920
—%(x t) 4+ Agzo(x,t — &) + hp(x,t — &%) > K+ Ip(x,t —€*) > 2> 1. (46)

Thus, the inequality (44) holds for e small enough.
This claim implies that (z, zo) is subsolution to the DPP (1). This ends the proof. [



Open J. Math. Anal. 2025, 9(2), 214-250 225

Now, starting with ug = vg = zp we will define inductively for n > 0

i (6 1) = (05 (= )+ 2 max () (ot = @), (o) (5t~ )}, (0) €0 % (0,T),

(47)
1 1 .
o1 1) = 2 Ja(05) (= ) + g min { () (0t~ ), () (ot - )}, (o) eQx(OT),
with boundary conditions
{ W (o) = (), (o) € ®RNQ)x [0,T),
(48)
vSnH(x, t)=g(xt), (xt)¢€ (RN\Q) x [0,T),
and initial conditions
ut  1(x,0) =up(x), x€Q,
n+1 (49)
05 1(x,0) =09(x), x€Q.
Let us prove the following Lemma.
Lemma 2. The sequence { (15, v5,) },,>0 verifies:
(@) uf, < uqu and v§ < vf1+1f0r alln > 0.
(b) the pair (1, V%) is a subsolution to the DPP (1) for all n > 0.
Proof. (a) By induction:
1 1
(1) = 21 (6)(x,t — @) 2 max {J(u6) (ot~ ), (@) (ot )} > b r),  (60)
for (x,t) € Q x (0, T). Here we used that ufj = vf; = zp and that (2o, z9) is a subsolution to the DPP.
Analogously,
1 1 .
(5, t) = 2 Ja(0§) (3, £ — &) + 5 min { () (x5t — ), ] (e5) (5, — )} > 05, 0). 6
Outside the domain it is clear that
ui(x,t) = f(x,t) > uf(x,t), (x,t) € (RN\Q) x [0,T),
vi(x,t) = g(xt) >v§(x,t), (x,t) € RN\Q) x [0,T), (52)
ui(x,0) = up(x) > uf(x,0), xeQ,
v1(x,0) = wvo(x) > v(x,0), x e Q.

Now, let us deal with the inductive step, uj, < uf_,; and vj; < v} ;. The definition of J; and ], implies
that

Ji(up) (x,t =€) > Ji(up_q) (vt =€) and  Ja(05) (x, £ — €%) > Ja(v5_q) (%, — €%).

Hence,

Ul (x, 1) :%]l(ui)(x,t — )+ %max {h(u;)(x,t— €2, Jo(v5) (x,t — 52)}

Z%]l(uiz_l)(x,t — &)+ %max Dhu )t =), 0 Dt -} =us(x o). 63)

Analogously, we get v}, | > vj.
(b) (2o, z0) is subsolution thanks to Lemma 1. Using (a) and the monotonicity of J; and ], we get

1 1
St ) (et =€) 4 5 max {1 (151) (5, £ = ), ]2 (051 (x, £ — ) }

> S T1(5) (= ) + 5 max {15 (3, = ), a(68) (= )} = i ). 9
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Analogously for vf,. This ends the proof. [

Let us prove that the sequences are uniformly bounded. To this end we consider wy = —z¢. This function
is bounded and verifies

wo(x, £) = max { Ju(wo) (x,t — &), Ja(wo) (x,t =) } +&2,  (x,t) € Q% (0,T), (55)
for € > 0 small enough. Then we have the following Lemma.

Lemma 3.
ut, <wg and v < wy, (56)

foralln > 0.

Proof. It is clear the the inequality holds outside the domain Q) x (0,T). Inside the domain we argue by
contradiction. Suposse that there exists 179 € N such that

max{ sup (uy, —wp), sup (v, — wo)} = sup (up, —wp) =6>0.
Qx(0,T) Qx(0,T) Qx(0,T)

Let (xg, tx) € Q x (0, T) such that

0 — = < (u, — wo) (xk, k).

Using the inequalities we get

1
6 — + <(utn, —wo) (xx, tx)
< max {]1(u§,0)(xk, te — €2), Ja(0§) (xx, tx — 82)} — max {]1 (wo) (xx, e — €2), Jo(wo) (xp, b — 82)} —¢

< max { (1 (uh,) — J1 (w0)) (3t b = €2), (Ja(05,) = Ja(w0)) (xi te — €2) } = €% (57)

Here we used that max{a, b} — max{c,d} < max{a —c, b — d}. Let us consider the inequalities

inf uf,o (y, tx — 82) — inf  wo(y, t — 82) < sup (uf10 —wo)(y, ty — 82) <9, (58)
YEBe(xx) YEBe(xx) yEB,(x;)
and
sup uh (y,tx — &) — sup wo(y,t —€) < sup (uf —wo)(y, b — ) <9, (59)
YEBe(xx) YEBe(xr) YEBe(xy)
and finally
o= w) - Sy <o (60
Be (x¢)

Hence, using again the definition of J; (38) and ], (39) we get that

T () (x,t =€) = Ja(wo) (x,t — %) <60 and  Jo (v, )(x,t — %) — Jo(wp)(x,t — &) < 6. (61)

If we come back to (57) we get

1
60— % +¢ < (ty, — wo) (xx, tx) < 0, (62)

which is a contradiction if k € N is large enough. This ends the proof. O

Finally, we conclude the following result.
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Corollary 1. There exists a constant A > 0 such that
uh, <A and U5 <A, (63)
foralln > 0.

Now we are ready to prove the existence of a solution to the DPP. Let us start noticing that since the
sequences u;, and v}, are nondecreasing and bounded and hence the following limits exist

ut(x,t) := lim uy(x,£) and  of(x,t) := Jgrgovfl(x,t). (64)
Theorem 2. The pair (u®,v%) is a solution to the DPP (1).

To prove this theorem we will first prove a technical lemma for a single equation that has its own interest.

Lemma 4. Consider the following DPP

uf(x) =« 1 sup u‘(y) + E inf u*(y)| +(1— oc)][ ut(y)dy, xeQ,
yEBe(x) 2 yeBe(x) Be(x) (65)
uf(x) = f(x), x e RN\Q,
with f a bounded Lipschitz function. Take M = || fRVerto. Then
_M/ X € Q/
up(x) =
f(x), xeRN\Q,
is a subsolution to (65). Let us consider the the following iteration for n > 0
wa(x) = |3 sup u()+ 5 int us)|+(1-a) f uidy, req,
YEB,(x) 2y€Be(x) Be(x) (66)

(1) = £(0), x e RN\Q.

This sequence (in)y>0 is nondecreasing and uniformly bounded (|u,RVertos < M for all n > 0). Finally, the
function
uf(x) := lim uf(x), (67)

n—oo

is a solution to the DPP (65).

Proof. Let us start proving that u is a subsolution. That is

“M=uf(x) <a |y sup up(y) o inf ub(y)
yEBe(x) yEBe(x)

Fa-0 £ umd,
Be(x)

for x € ). Here we used that

—M < sup uj(y) and —M< inf ugy(y),
YEBe(x) yeBe(x)

and finally
-M S][ up(y)dy.
Be(x)

On the other hand uf(x) = f(x) for x € RN\Q. The sequence defined by (66) is nondecreasing and
composed by subsolutions to the DPP (65) (see Lemma 2).
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Let us prove that the sequence is uniformly bounded. In fact, we have that
Uy < M, (68)

for all n > 0. We use an inductive argument. It is clear that uy; < M. Suppose that u, < M. Using that
SUPy ¢, (x) Un (V) < M, infycp, () u5(y) < Mand st(x) ug(y)dy < Mwe get u, 1 < M.
Now, let us show that u(x) := lim,,_,e 1% (x) is a solution to (65). It is clear that if x € RN\ Q)

ut(x) = lim uj,(x) = f(x).

n—oo

For x € ), let us consider

€

1 1. 1 1.
(41 — ) (x) =@ [ sup uy(y)+5 inf wy(y) —5 sup wyq(y) -5 inf oy 4(y)

YEBe(x) 2 yeBe(x) yEBe(x) 2 yeBe(x)
F-a) = )W)y (69
Be(x)
If we define
C}’l = HM; - u;flRVErtLoo(Q).

Using (69) and the inequalities

sup y(y) — sup u,_4(y) < sup (uy —uy_1)(y), (70)
YEB:(x) YEB:(x) YEBe(x)

and
inf uy(y) — inf oy, q(y) < sup (uy — 5, 1) (), 71)
yEBe(x) yEBe(x) YEBe(x)

we get

(uf g —uy)(x) < aCy+ (1 —a)C.

Thus, Cy41 < Cp.
Now, let us consider the following set

rlz{xea:d(x,ao)<§}. 72)

Using the assumed regularirty on dQ) (uniform exterior sphere condition) we have

[Be(x) N QY
=sup —————— < L.
G VRES]
Given x € T'1, we get
(g — 1) (x) < aCp+ (1 —a) ][ (uyy — uyy 1) (y)dy < aCp + (1 — )11 Cyr. (73)
Be(x)NQ
Here we used that
£ @y = [ (a0,
Be(x) |Be| JB.(x)n02

since (u, — u¢_,)(x) = 0 when x € RN\ Q. Thus,

n—1

(upyq —uy)(x) < (a+ (1 —a)171)Cp < 61Cy, (74)
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with 6 = a+ (1 —a)y; < 1forall x € I'y. Let us continue with
€
T, = {er.d(x,l"l) < 5}. (75)

Notice that I'y C I',. Let us define

— aup 1B N (O]
12 = sup 1B. ()| Ul <1

xeln

Here we used again the uniform exterior sphere condition. Given x € I'; we obtain

€ € 1
(Uyn — upy1)(x) <aCpyr +(1— “)m l/Bs( ) (Q\Fl)( n+1 — )(y)dy+/g(x)nr1( 1 — ) (y)dy
<aC, + (1 — 0() [772Cn + (1 — 172)91Cn] = [0( + (1 — 0()[772 + (1 — 172)91]] Cy = 0,Cy,. (76)

where 6 = a + (1 —a)[y2 + (1 — #2)01] < 1. Here we used (74). Notice that 6; < 6, < 1. Iterating this
procedure we obtain

_ . € e 1Be(x) N O\ )|
I, = {x €0:d(x, T 1) < 2}, and 1 = 51615 B.(7)| < 1. (77)

Then, for x € T
(”Z-&k - ”Z-s-k—l)(x) < 0kCh, (78)

dmm

where 0 = a + (1 — &) [17x + (1 — 17¢)0k—1] < 1. Notice that, if kg = [ =5~ JReeil we obtain Q) C Iy, Thus

Crutky < 0k, Cn. (79)
Notice that Cy, < 6k, Co and Cy,yj < Cy, < 0, Co for 0 < j < kg — 1. Moreover
0 o
Clkg+j < GJICOCO — ];) Clkg+j < gkof)gico-
Finally,
P Rfloor+i

m (e} [ee]
[t sm — U RVertpe () < ;Hufqﬂ' =y RVertpo(q) < EC i < Z ot ko Co, (80)
= = i=1

and this is small if n € N is large enough. Then, (u5),>0 is a Cauchy sequence in L®, and this implies that
uy = u uniformly in () as n — co. Thus, we get

sup uy(y) = sup uf(y) and  inf uj(y) — inf u®(y). (81)
yEBe(x) yEBe(x) yEBe(x) yEBe(x)
Finally, we also have
£y )
e(x) Bg(x)

Taking limits in (66), and using (81) and (82) we conclude that

1 1
Uyy1 (¥) =0 | 5 sup uy(y) +5 inf g (y) +(1—tx)][ i (y)dy
—— yEBe(x) YEBe(x) Be(x)

1 4 4
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ut(x) =a 1 sup 1,15(]/)—1—1 inf u®(y)
YEBe(x) 2 YEBe(x)

+(1—a) ][ o ut(y)dy. (83)
This ends the proof of the lemma. [
Remark 4. In [26] the authors prove a statement like Lemma 4 for a different equation using similar techniques.
Proof of Theorem 2. We know that (1%, v%) is a subsolution to the DPP (1) for all n > 0, then, we have
(%, 1) < %h(ui)(x,t —&%) + % max {h( )t =€), 2 (vh) (2, — 52)}.
Taking limit as n — oo on the right side we get
(0 8) < 1) (3t = )+ 3 max { o () (1= ), o) (5, = ) .

Taking limit on the left side we arrive to

uf(x, 1) < =J1 (uf) (x, t — %) + %max {]1(u‘°')(x,t — &), (v (x,t — 82)}.

NI~

Analogously, we obtain

0°(,1) < 2 Ja(oF) (3£ ) 2 min {Ju(6) (3£~ ), (o) (3£~ ) }.

Thus, (uf, v°) is a subsolution to the DPP (1).
Now, we will use ideas form the computation used in the proof of Lemma 4. Let us define

Co = max{|[uy — w51l o ax(0,1)) 190 — Y1l o ax 0,1 3 (84)

Let us start with u,,:

(Upppq — up) (%, £) :%h(“i)(x/t —&) - %]1(”271)(9“ — &%)+ %max{h(“i)(x/t—sz)rh(z’sn)(xrf_g)}
_%max{h( D (x =€), o (05 1) (x,t—¢%)}

2 max{Ja (05) (3, ) — i (1) (3, =), Ja(0) (5,1 —€) a0y ) (3, £—2))

7 (85)

1
<5Ca+

IA
@)

Here we used again that max{a, b} — max{c,d} < max{a —c,b —d}. Now, for v}, we have

(0811 — 05)(x,1) :%12(02)(x, &) — %12@;_1)(x,t —2)+ % min{ Jy (15 (x, t—&2), Jo (0F) (x, E—€2)}
- %min{h(ut )(x,t—e2), Ja(0f,_y) (3, t—e2)}

2maX{h( ) (x, t—e?) =Ty () (x, t—€%), ]o(05) (x, t—€*) = Jo (v, 1) (x, t—€%)}
gcn. (86)

Cn"—

Here we used that min{a,b} — min{c,d} < max{a —c,b —d}. Thus, we get
Cpi1 < Cy. (87)

Let us consider again the set
le{xeﬂzd(x,a())<§}. (88)
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As before, using the assumed regularity on the boundary of () we have that

B:(x) N Q)
= sup B0

xely

Given x € I'; we get
Ja () (e, t = &%) = Ju (1, 4) (3, t = %) < (a1 + (1= a1)1)Co,

and
J2(05) (x,t =€) = Ja (v, _1) (%, £ — €8) < (a2 + (1 = a2)171) Cir.

Thus
(g —uy)(x,t — 82) <6:Cy and (v, — o)) (x,t — 82) < 6,Cy,

whit 6; = max{a; + (1 — aq)n1, a2 + (1 —a2)y1} < 1. Proceeding as before, we obtain kg = ko(Q2) € N and
0y < 1 such that
Csky < 60Co-

Arguing as before we get the uniform convergence u§, = u® and v§, = v*. Then, we get

N(u)(x,8) = i) (), Ja(0n) (%) = Ja(0%) (x, 1)

Finally, using the definition (47) and taking limit we obtain

wh g (xt) = 5 Ju(us) (x,t =€) + 3 max{ J1 () (x,t — €%), J2(05,) (x, t — &%) }
——— LSRRy ——
! ! ! ! (89)
u(x,t) = Ji(uf)(x,t — %) + 3 max{J1 (u) (x,t — €2), ]2 (v°) (x, t — %)},
and
vy (%, t) = % Jo(05) (x, £ — 82) +% min{Jy (u$)(x,t — 82), Jo(05) (x, £ — 82)}
‘w \_\/_J
! ! ! ! (90)
v¥(x, 1) = %]z(vs)(x,t — ) + %min{]l(ug)(x, t—e2), Jo(v%)(x,t —€2)}.

This ends the proof of the theorem. O

Using Lemma 1 we obtain the following result that we will use in the next section.
Corollary 2. The functions (u®,v°) that we obtained are uniformly bounded.

For our DPP (1) there is an alternative proof of existence of a solution based on the fact that the right hand
side of the equations involves u and v evaluated at t — ¢2. This proof is simpler than the previous one, but it
is less flexible (for example, with this simpler proof we can not handle a parabolic/elliptic system, see the last
section).

Alternative proof of existence of a solution to the DPP (1). We look for a pair (u,v) that solves (1). It is clear
that we need to impose the boundary conditions

ué(x,t) = f(x,t), (xt) € (RN\Q) x[0,T),
(91)
vt (x,t) = g(x,t), (xt) € (RN\Q)x[0,T),
and the initial conditions
{ ut(x,0) = up(x), xeQ,
(92)
v°(x,0) = vo(x), x € Q.
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Hence, we are left with determining (u,v) in Q) x (0, T) in such a way that the equations in (1) are satisfied.
Let us start with £ € (0, 82]. Since t — €2 < 0, for those times we have that

ut(x,t) = %h(“o)(x) + %max {h(“o)(x),]z(vo)(x)}/ (x,1) € QA x (0,7, ©3)

v (x,t) = %]2(00)(9() + %min {]1(u0)(x),]2(vo)(x)}, (x,t) € QA x (0,62,

solves the equations in the DPP. Once we have defined (1,v) in Q x (0, ¢?] we look for ¢ € (2,2¢?] and we get
that the pair of functions given by

ut(x,t) = 1]1(us)(x, t— 82) + 1 max {]1(u€)(x,t — 82),]2(‘08)(9(,15 — 82)}, (x,1) € Q x (¢2,2€2],

ve(x,t) = Eh(zﬁ)(x,t — &%) + 5 min {]l(ug)(x,t— €2), o (v°) (x, t — 82)}, (x,1) € Q x (¢2,2€2],

(94)

solves the DPP in Q) x (&2, 2¢?].
Iterating this procedure [T/¢?] times we obtain a pair of functions (u,v) that is a solution to (1) in the
whole Q x (0, 7). O

Let us prove that the solution to the DPP (1) is the value of the game defined in §3.

Theorem 3. The pair of functions (uf, v°) that verifies the DPP (1) gives the value of the game defined in §3. This means

that the function

QOFf(x,t,j) = inf sup Eéx’g’j ) [total payoff] = sup inf Eéx’g'j ) [total payoff], (95)
Sus,  oron s, Su orsn

verifies that
Qf(x,t,1) = u®(x, 1),

and
Qf(x,1,2) = v%(x, 1),

for any pair (u, v°) that solves the DPP.

Proof. We only include a sketch of the proof. We refer to [23] (Theorem 18) where the authors proved a similar
result for the elliptic case.

Fix 6 > 0, and take (u®,v°) solution to the DPP (1). Assume that we start at a point in the first board,
(x0,to,1). Then, we choose a strategy S} for Player I using the solution to the (DPP) (1) as follows: Whenever
jx = 1 Player I decides to stay in the first board if

max { (1) (g, b — €2), J2(0°) (i i — €)= Ju () (x i — €2),

and in this case Player I chooses a point

. )
i1 = Si (ko tji))  suchthat — sup  u(y,tx —€) — T (X, e — €7), (96)
YEBe (xp ty—e?)

to play the Tug-of-War game.
On the other hand, Player I decides to jump to the second board if

max {h(”g)(xk/ te — &%), Ja () (xg, ty — 82)} = o () (xk, t — €%),

and in this case Player I chooses a point

x,{H = S7 ((xx, tx, jk)) suchthat sup o°(y, t — 82) — < vs(x,iﬂ,tk - 82), 97)

k+1
YEBe(xx) 2
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to play the Tug-of-War game in the second board.

Given Sy strategy for Player I, and S;; any strategy for Player II, we consider the sequence of random

variables

k-1

. 1 . 5
My = w*(xp, b, ji) — €2 Y (hl (1t = )X j=1y i) = ha(x, b — €)xj—2) (]l+1)) ok

I=0

where w®(xy, t, 1) = u®(xy, i), w(xg, b, 2) = v°(xx, t) and

. 1 j=i
X{j=iy () = o
0 j#i.

It holds that (My)y>o is a submartingale. That is
1)
Eé’io OV [ Meyq | Mo, ..., My] > My

To prove this fact we need to consider several cases.

(98)

(99)

(100)

Suppose that jy = 1 and ji,1 = 1 (that is, the token remains on the first board at the k and the k + 1 plays).

Then

Lo, 1
Eg’io OV (Myq|Mo, ..., My]
k

—Eé’i(’s?, l (g1 try1) — Z (hl Xt X gj=1y (1) — hZ(xlftl)X{j:Z}(jHl)) 2k+1|M0, ka]

—Eé’i"sfll (ks 1) —€ha (xg, ) — Z (h1 X t)x =13 Gren) — hZ(xl/tl)X{j:Z}(jl+1))

2k+1|M0/ . /Mk:|

1 1
= (iug(xz£+1/tk+1) + Eue(xiiptkﬂ)) +(1—a) ][B - s (y)dy — ehy (xg, t)
e Ak

= . . é
—ey (hl(xlrtl)X{jzl}(]lJrl) — ha(x1,t1) X j=2} (]l+1)) ~ ok
1=0

1 6 1 .
>0 (5 sup  u(y, te1) = oppg +5 inf ”g(y/thrl)) +(1- “1)][ u(y)dy

yeBe(xy) 2 yeBe(xy) Be(x;)
2 zkfl . ) 1)
— & (xp ty) — € (hl(xlr t)X (j=1y Ur1) — ha(xi, tl)X{j:Z}(]Hl)) ~ ok
)
1 1
Zih(us)(xk/ be— &) + 5 max {h(us)(xk/ te — €2), Ja(0%) (g, b — 52)}

= ‘ . é
-y (hl(xl/tl))({j=l}(]l+l) - h2<xl/tl)?({j=2}(]l+1>> ~ K
i=0

k—1 ’ ‘ )
U (xg, ty) — € z;) (hl (x1, t) X =1y Uir1) — B2 (x1, 1) X {j=2) (]1+1)) ~ ok = M.

Here we used that jy 1 = 1, ty.1 = t; — &2 and max{]J; (uf), Jo(v*)} = J1 (uf).

(101)

We omit proof of the cases, jy = 1and jx11 = 2, jx = 2and jx;1 = 1, jx = 2 and jx;1 = 2, because the

computations are similar. Thus, we get that M}, is a submartingale. Using the OSTh we obtain

ol
Eéxyostfl )[MT/\k] > M, foranyk e N.

(102)
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Taking limit as k — co we get
to,l
EGY [M] = Mo. (103)

If we take infg;, and then supg we arrive to

sup 1nf ngost;)]l) [M<] > M. (104)
s; Su
This inequality says that
sup 1nfE( 0’ o )[total payoff] > u(xg, ty) — 6. (105)

s; Su

To prove an inequality in the opposite direction we fix a strategy for Player II as follows: Whenever j; = 2
Player II decides to stay in the second board if

min {]1(u£)(xk, te — ez),]z(vs)(xk, te — 82)} = Jo(0%) (g, b — €?), (106)

and Player II decides to jump to the first board when
min { Jy (%) (v, £ — €2), Jo(0%) (x b — €2) | = Ju(0) (e e — €2). (107)

If we play Tug-of-War (in both boards) Player II chosses x,{il = 57} ((xk, tr, ji)) such that

5
inf W (y, e — € jier) + oo = W (g b — € fkrn)- 108
YEBe (¥ te—e2) (b = € fiesr) + 57 (s b= € i) (108)

Given this strategy for Player II and any strategy for Player I, using similar computations like the ones we
did before, we can prove that the sequence of random variables

— , 1)
Ny = w*(xk, b i) — Z (hl xp, b= ) x g1y Gien) = ha(x, t — €) xgj—y (]1+1)) + 5k (109)

is a supermartingale. Finally, using the OSTh we arrive to

1Snfsup IE( % for )[total payoff] < u®(xg,ty) + 0. (110)
s
Then, we have obtained
ut(xg,tg) — 6 < sup 1anE( 0’ o )[total payoff] < 1Snfsup E(xo’to’ )[total payoff] < u®(xo,to) +9, (111)
S i
forany 6 > 0.
Analogously, we can prove that
v (xp, tg) — 0 < sup 1nfE(x°’ 0r )[total payoff] < 1nf sup E(xo’to’ )[total payoff] < v*(xg,t9) + 9, (112)
51

for any ¢ > 0. This ends the proof. [

Remark 5. Notice that this theorem proves that the game has a value. That is

(oto )[

sup mf Eg total payoff] = 1Snf sup E( % to D [total payoff], (113)
11
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and

sup inf E(Sfos’t;;’z) [total payoff] = isnf sup Egoétlol’z) [total payoff]. (114)
, uos o

s; S

Since there exists a solution to the DPP (1), and any solution to the DPP coincide with the value of the
game (that is unique), we obtain the uniqueness of solutions to the DPP. We have thus proved the existence
and uniqueness of the solution to the DPP, concluding this section.

5. Convergence as ¢ — 0

In this section we prove that there exists a subsequence (u,v%) that converges uniformly to a pair of
functions (u,v). To this end we will use the following Arzela-Ascoli type lemma. For its proof see Lemma 4.2
from [8].

Lemma 5. Let
{w®: Q x [0,T] = R}eso,

be a set of functions such that

1. there exists C > 0 such that |w®(x,t)| < C for every ¢ > 0 and every (x,t) € Q x [0, T),

2. given & > O there are constants ro and ey such that for every ¢ < eo, any x,y € Q with |x —y| < ry and
|t —s| < rg it holds
|w®(x, t) — w®(y,s)| < 6.

Then, there exists a uniformly continuous function w : Q x [0, T) — R and a subsequence, still denoted by {w¢},
such that

wt — w uniformly in Q x [0,T), as e — 0.

So our task now is to show that 1#* and v* both satisfy the hypotheses of the previous lemma. First, it is
worth noting that we have already established their uniform boundedness in Corollary 2. Then, we will focus
on the second hypothesis. To this end let us start with an estimate of the stopping time. It is clear that in this
game played in cylinders RN x [0, T) the game ends after a finite number of plays. In fact, the inequality

e <T,

holds. Nevertheless, this estimate lacks precision. In fact, it is necessary that if the game starts at (x,t) €
Q x (0, T) close to the parabolic boundary, there exists a strategy for any of the two players such that the game
ends in a relatively small number of plays. There are two possibilities, t is small, and/or x close to (2. In the
first case, €21 < t, which is small. The following Lemma provides an estimate for the expected value of the
stopping time in the second case.

Let us recall the geometric condition assumed on the domain ): There exists 0 < é < R such that for all
y € 9Q) there exists z € RN such that Q C Bg(z)\B;(z) and y € 9Bs(z). Without loss of generality we can
soppouse that O C Bg(0)\Bs(0) and y € 0Bs(0) N Q). Under this conditions we have the following result.

Lemma 6. There exists a strategy S for Player I or S for Player II such that if the game starts at (x,t) € Q x (0, T) and
T is the stopping time we get

SB[ < C(?)dist(aB(g(O),x) +o(1). (115)
This result was proved in [9] (see Lemma 6.21) playing Tug-of-War with noise game in one board. In our
case (two boards game), the player who use the strategy S decides to remains in the corresponding board, and
pulls towards 0 if Tug-of-War game is played.
Next, we derive an estimate for the asyntopic uniform coninuity of the parabolic Tug-of-War with noise
game played in one board (a cylinder) with a running payoff, related to the so called non homogeneus
parabolic p-Laplacian functions.



Open J. Math. Anal. 2025, 9(2), 214-250 236

Lemma 7. Let us consider h : Q x [0,T) — R, F: (RN\Q) x [0, T) — Rand pg : Q — R three lipschitz functions.
For 0 < B < 1let uf : RN — R be a function that solves the following DPP

1 1
8Qx,t)=B|= su Syt —e2) + = inf u(y,t— &
ui(xt) = p [2 up K Wt—e)+3 dnf Wt-e)
+(1-p) ][ u(y, t — €2)dy + 2h(x, t — €2), (x,£) € QA x (0,T), (116)
e (x
u(x, t) = F(x,t), x € (RN\Q) x [0,T),
1 (x,0) = po(x), x € Q.

Then, given ny > 0 there exists ro > 0 and eg > 0 such that
() —uy s) <1y, (117)
if|[x —y| <ro |t—s| <rgande < €.

Proof. Let us start with the following definition: Let w : [([RN\Q x [0, T)) U (Q x {0})] — R be given by,

F(x,t) if x¢Q,t>0,
w(x, t) = (118)

po(x) if xeQ,t=0.
From our conditions on the data, the function w is well defined and is Lipschitz in both variables, that is
fw(x, ) — w(y,s)| < L(lx —y| + [t = s]). (119)

Let us proceed with the proof of the lemma.
Case 1. If (x,1), (y,5) € (RN\Q x [0,T)) U (Q x {0}) we have

15 (x,t) — 1 (y,8)| = |wlx, t) —w(y,s)| < Llx =yl + [t —s]) <7, (120)
if rg < %
Case 2. Suppose now that (x,t) € Q x (0,T) and (y,s) € 9Q) x [0, T). Without loss of generality we can

suppose that QO C Bg(0)\Bs(0) and y € 9Bs(0). Let us call (xg,fp) = (x,t) the first position in the game.
Assume that Player I uses the strategy of pulling towards 0, denoted by S7. That is, for x; # 0

Xk

Xfiq=Si(x0,...,x5) = xk—sm.

Let us consider the sequence of random variables using S7 for Player I and any S;; for Player II,
My = | x| — Ce?k. (121)

If C > 0is large enough My is a supermartingale. Indeed

1
11

1 1
BG e llxo o] < B [ 30l +0) + 5l ] + =) f L HdEslslect a2
e Xk

The first inequality follows form the choice of the strategy, and the second from the estimate

][ |z|dz < |x| 4 Cé?. (123)
Be(x)
Using the OSTh we obtain
t
Eg5 [lxel] < w0l + CeEs 5, (7] (124)
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Now, we use the following estimate (115) to get

Eé{o’stfl [lx]] < |x0| + C( )dist(dBs(0),x9) +0(1) <6+ Clxg —y| +0(1). (125)
Using the continuity property for w (119) we have
(e, t) —w(0,5)] < L (|e] + [t —5]) (126)
But, t; =ty — €27. Hence, we get

ES% [w(xr, t)] 20(0,5) — L [BS) [|xc )] + [t — 5| + 2B 7]

S3,511
ZW(y,S)*M*L[ (6+Clxo —yl) + |to — s| + 0(1)]
>w(y,s) — L[36 +2Cry + o(1)]. (127)
Then
ngjg?[ (xz, te) + €2 Zh xj,1)] > w(y, s) — L[35 +2Cro] — iR VertsCrg — o(1). (128)

=

Thus, taking infg, , and then supg, we obtain
ut(xo,to) > w(y,s) — L[38 + 2Crg] — |[|[hRVertCrg —o(1) > w(y,s) — 1. (129)

We take 6 > 0 such that 3L5 < %, then take ry > 0 such that (2LC + ||iRVert«C) rg < % and then ¢ small
such that 0(1) < %. Analogously, we can obtain the estimate

u(xo, to) <w(y,s) +1, (130)

if player II use the strategy that pull towards 0. This ends the proof in this case.

Case 3. Suppose now that (x,t) € QA x (0,T),y € Qand s = 0. Now we consider the S} strategy for Player
I pulling towards y. That is
Y Xk
ly — x|’
if |y — x¢| > e and x; 1 = y in other case. Suppose that 0 < t =ty < rg for rp small (to be chosen latter). Then,
the stopping time is bounded. In fact, T < [§Rceil with probability one. Let us call M = [ §Rceil. Now we
will prove the following claim:
Claim. Given 6 > 0 and a > 0, there exists 7y > 0 and gy > 0 such that if Player I use S} the strategy defined
before, and Player II use any strategy S;;, we get

Xky1 = S(X0,-- -, Xp) = X — € (131)

I(r > 2 ) <0 and q(lxr—y|>a)<6. (132)

Proof of the claim. The first inequality holds if 7y < a. To obtain the other inequality let us define the following
sequence of random variables.

1 if Player II wins,
X =
-1 if Player I wins,

fork>1,and

k
=) X
j=1
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Observe that X; are independent with E[X;| = 0 and V[X;] = 1. Then, E[Z;] = 0 and V[Z;] = k. If we
use Chebyshev’s Theorem we obtain

1 Zu| > =

= < <045 <,
— 2¢ - - a2 42

_Vizw] _ 4Me (R +1)2 4y &2
)< (£)2 22 22
&

if %0 < g and Z—i < g. This says that the probability that Player Il wins 4= more times than Player I is small.
Then, if we take rg < 5, we deduce that

a
I(|xr — xo| > E) < 0.

Here we use that the maximum distance that the position of the token can get away from x; is € at each

step. Now, let us consider
a
lxr —y| < |xr —x0| +[x0 —y| < |xT—x0|+§.

Hence, we have .
{IxT—y\ > a} c {\xr—x()I > 5},
and then we conclude that

I(|xc —y| >a) <6.

This ends the proof of the claim.
Using the definion (118) and the fact that s = 0, we get

w(xe, tr) = po(y)| = |w(xe, tr) —w(y,s)| < L (Jxr —y[ + |te]) < L(Jxe —y[+70)

Let us define A = {|x; —y| > a}, Using the claim, we obtain

BG40, [w(xe, tr)] =G0 [w(xe, tr) |ATH(A) + B [w(xr, ) | A1(4)

zEg;t;';;g [w(xs, tr)| A% (1 — 8) — ||wRVerted > pio(y)(1 — 8) — L (a +19) (1 — 6) — ||wRVerto.
(133)

Adding the runing payoff we get

-1

A A

B e b0+ 1, (i, 8)] 2po(u)(1 =) = L (a-+ 10) = [0RVertad — [HRVertoe EC) 1
]:

>uo(y)(1—0) —L(a+ry) — ||[wRVertef — ||IRVertoCrg+o0(1).  (134)

Thus, taking infimum over all possible strategies S;j, and then supremum over S; we get
1t (xo,to) > po(y)(1 —0) — L(a+ 1) — ||wRVerteod — ||HRVerteoCro +0(1) > po(y) — 1, (135)

ifa>0,0>0,r9 > 0and € > 0 are small enough.
Analogously, we obtain

wE(x,t) < po(y) +1. (136)

In this case, we use the strategy S7; pulling towards 0.

Case 4. Now, given two points (x,t), (y,s) € Q x (0, T) with |x —y| < rg, and |t —s| < rg, we couple the
game starting at xo = x and ¢y = t, with the game starting at yp = y and sy = s making the same movements.
This means that x; 1 — Y11 = X — yx for k > 0 (it is clear that ;1 — sg11 = t;x — sg). We can think the
two games position mimic each other. This coupling generates two sequences of positions x; and y; such that
|x; —yi| < rgand j; = k;. Itis clear that t; = t — ¢%i and s; = s — €%, then |t; — s;| < rg. This continues until one
of the game ends. Here we have two possibilities:
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- If the game ends leaving the domain () (say, for example y; & ()) . At this point for the game starting at
(x0, to) we arrived to the position (x¢, t;), with x; close to the exterior point y, ¢ Q) (since we have |x; — y¢| <
ro) and hence we can use our previous estimates for points close to the boundary to conclude that

|1 (x0, to) — 1 (Yo, 50)| < 7.

- If the game ends leaving the doman from the bottom (say s = 0 ), we have that t; < r(, then we can use
the estimate obtained in case 3 to conclude that

|1 (x0, t0) = (Yo, 50)| < 17-
This ends the proof. O

Remark 6. For the proof of Lemma 7 we strongly emphasize that the compatibility assumption on the
boundary conditions and the initial data is necessary. In fact, suppose that the game starts at (xo,ty) €
Q x (0,T), where x is near the boundary Q) and ¢y is close to 0. Then, the final payoff should be similar
whether leaving the parabolic domain from the bottom or from the sides.

Now we are ready to prove the second condition of the Arzela-Ascoli type result, Lemma 5.

Lemma 8. Let (u,v°) be a pair of functions that is a solution to the (DPP) (1) given by

U (x, t) = %]l(ug)(x,t— &) + %max {]1(u€)(x,t — &%), o (05 (x, t — 82)} (x,t) € Q x (0,T),

(137)
0, 1) = 2 (@) (5t~ &) + gmin ()t~ @), h(oF) (v~ 2)} (1) €Qx (0,T),
with boundary conditions
ué(x,t) = f(x,t) (x,t) € (RN\Q) x [0,T),
(138)
vi(x,t) = g(x,t) (x,t) € (RN\Q) x [0,T),
and initial conditions
uf(x,0) = up(x) x€Q,
(139)
v°(x,0) = vo(x) x€Q.
Given 1 > 0, there exists rg > 0 and gy > 0 such that
[ (x, t) —u(y,s)| < and  |o*(x,t) =0 (y,5)| <7, (140)

if[x —y| <ro |t—s| <rgande < €.

Proof. We will proceed using ideas similar to the ones used in Lemma 7. We start again with the following
definition: Let us consider w; : (RN\Q x [0,T)) U (Q x {0}) — R,

flx,£) if x¢Q,t>0,
wy(x, t) = (141)
up(x) if xeQ,t=0,
and wp : (RNM\Q x [0, T)) U (Q x {0}) = R,
glx,t) if x¢O,t>0,
wy(x, t) = (142)
vo(x) if xeQ,t=0.

It is clear that wy (x, t) > wy(x,t). Also from the conditions on the data we have that

|wi(x,t) = wiy,s)| < L([x —y[+ |t =), (143)
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fori=1,2.
Let us proceed with the proof of the lemma. We consider two cases.
Case 1. Suppose that (x,t), (y,s) € [[RN\Q x [0, T)) U (Q x {0})], then we have

[ (x, 1) — i (y, )| = [wr(x,t) —wi(y,s)| < L(lx =yl + [t =s]) <7,

and
[0°(x,t) — 0% (y,s)| = |wa(x,t) —waly,s)| < L(|x —y|+[t—s]) <7,

if 2Lrg < 7.

Case 2. Let us begin with the estimate of u°. Suppose now that (x,t) € Q x (0,T) and (y,s) € 02 x (0, T)
in the first board (we denote (x,t,1) and (y,s,1)). Without loss of generality we suppose again that ) C
Br(0)\Bs(0) and y € 9Bs(0). Let us call xyp = x the first position in the game. Player I uses the following
strategy called Sj: the token always stay in the first board (Player I decides not to change boards), and pulls
towards 0 when Tug-of-War is played. In this case we have that u° is a supersolution to the DPP that appears
in Lemma 7 (with B = &1). Notice that the game is always played in the first board. As Player I wants to
maximize the expected value we get that the first component for our system, u¢, satisfies

ut(x,t) > u(x,t), (144)

(the value function when the player that wants to maximize is allowed to choose to change boards is bigger
than or equal to the value function of a game where the player does not have the possibility of making this
choice). From this bound and Lemma 7, a lower bound for u* close to the boundary follows. That is, from the
estimate obtained in that lemma, we get

u(x,t) = wi(y,s) —1, (145)

if [x —y| < rp, |t —s| < rpand & < gp for some ry and ¢.

Now, the next estimate requires a particular strategy for Player II, called S7;: when play the Tug-of-War
game, Player II pulls towards 0 (in both boards) and if in some step Player I decides to jump to the second
board, then Player II decides to stay always in this board and then the position never comes back to the first
board. Using that w; > w, we will repeat the ideas used in Lemma 7: Suppose that j; = 1. This means that
jx = 1forall 0 < k < 1. Then we obtain

A1) e
Eé’f,ts;l) [final payoff] < w:(y,s) +1, (146)

for rg and ¢p small enough. On the other hand, if j;: = 2, we have
E§ e [ (xe, )] < waly, )+ < wi(y,s) +7. (147)
In both cases, taking supg and then infg, we arrive to
ut(x,t) <wi(y,s)+n, (148)

taking 6 > 0, 79 > 0 and & > 0 small enough.

Case 3. Now, given two points (x,t,), (y,s,1) € Q x (0,T) x {1,2} with j = I (that is, both position are
in the same board). Also we assume |x —y| < rp, and |t —s| < rg. Then, we couple the game starting at
(x0,to, jo) = (x,t,j), with the game starting at (yo, so, lo) = (¥, s,I) making the same movements, and changing
boards at the same time. This means that, jy = Iy, and x5 1 — yx 1 = xx — yi for k > 0 (it is clear that
tke1 — Sk+1 = tx — sx). We can think the two games position mimic each other. This coupling generates two
sequences of positions x; and y; such that |x; — y;| < rg and j; = k;. It is clear that t; = t — ¢ 2,
then |t; —s;| < ry. Using the same computation as in Lemma 7 we get

iands; =s—¢

u(x, 1) —us(y,s)| <1, (149)
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if rp > 0 and & > 0 are small enough.
Analogously we can obtain the estimates for v* and complete the proof. [

As a corollary we obtain the following result.
Theorem 4. Given (uf,v*), solutions to the DPP (1), there exists a sequence € j—0 such that
ui = u, i =,
uniformly in Q x [0, T) and the limit functions (u,v) are continuous in Q x [0, T).

6. The limit is a viscosity solution to the PDE system

In this section we will prove the following theorem.
Theorem 5. Let (u,v) be continuous functions that are a uniform limit of a sequence of values of the game, that is,
uti = u, i =,
uniformly in Q0 x [0, T) as € — 0. Then, the limit pair (u,v) is a viscosity solution to (19) in the sense of Definition 2.
Proof. We divide the proof in several cases.
1) u and v are ordered: From the fact that

in RN x [0, T) we get

inQx[0,T).
2) The lateral boundary conditions: As we have that

uti = f, 6 = g,

in RN\ Q x [0, T) we get
ulaaxpr) =f  axpn =8

(3) The initial conditions: As we have that
ui(x,0) = ug(x),  v%(x,0) =vo(x),

we obtain
u(x,0) = up(x), v(x,0) = vo(x).

(4) The equation for u: First, let us show that u is a viscosity supersolution to

W, 0) — bl 1) = (1), (150)

for (x,t) € Q x (0, T). To this end, consider a point (xg, ty) € Q x (0, T) and a smooth function ¢ € C>!(Q) x
(0,T)) such that (1 — ¢)(x, tg) = 0 is a strict minimum of (# — ¢). Then, from the uniform convergence there
exists a sequence of points, that we will denote by {(x¢, t¢) }e~0, such that x — xp and t; — to, and it holds

(u° — @) (xe, te) < (u° — @) (y,5) +0(€), (151)
forall (y,s) € Q x [0, T), that is,

u(y,s) = uf(xe, te) = @(Y,5) — p(xe, te) — 0(e?). (152)
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From the DPP (1) we have
0 zéfl(us)(xg, te — 82) —uf(xg, te) + %max {]1(u£)(xg, te — 82) —u(xe, te), J2(v°) (xe, te — 82) — u®(xg, tg)}
>J1 (u®) (xe, te — 82) —u®(xg, te)- (153)

Using (152) we get
0> J1(g)(xe, te = ) = p(xe, te) = 0(e%), (154)

if we add and subtract ¢(x,, t. — £2) and we obtain
0> @(xe,te — ) — @(xe, te) + J1(9) (xe te — €7) — @(xe, te — €8) — 0(€?). (155)

Consider

J1(@)(xe, te — 52) — p(xe te — 52)

1 1 .
=1 [2 sup (¢(y, te — 52) — @(xe, te — 82)) + 5 inf (o(y,te — 52) — @(xe, te — 52))
YEB(x¢) YEBe(x¢)

I

+(1—ay) ][ (o(y, te — 82) — @(x¢, te — 82))dy —i—ezhl(xg, te — 82). (156)
Be(x¢)

11

Let us analyze I and II. We begin with I: Assume that V¢(xo, tp) # 0. Let define z, = mif;' # 0.
If ¢ > 0 is small enough, it holds that

sup ¢(y,te — 82) ~ @(xe + €z¢, te — 82) and inf ¢y, te— ) ~ @(xe — €zg, te — 82).
]/GBs(xs) yEBg(JCg)

Then, we have

1
I~ E(q)(x€ + ez, te — ez) — @(xe, te — 82)) + —(@p(xe — €z¢, te — 82) — @(xe, te — 82)). (157)

From a simple Taylor expansion we conclude that

1 1
E(go(xg + ez, te — 82) — @(xe, te — 82)) + E(q)(xe — ez¢, te — 82) — @(xg, te — ez))

= §£2<D2go(xg, te — sz)zg,zg]Rangle + 0(82). (158)

Dividing by & the first inequality and taking the limit as ¢ — 0 we obtain
L, 2 L,
§<D ¢(xe, te — €7)ze, zeRangle — §<D ¢(x0,t0)z0, zoRangle, (159)

_ Vo(xoto)
where zp = Voo )" Thus

1
I— EA&,QD(XQ, t()).

See [17]) for more details. When V¢ = 0 arguing again using Taylor’s expansions we get

limsup I > )\1 (D*¢(x0, to))-

e—0

See [9] for the details.
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Now, we look at II: Using again Taylor’s expansions we obtain

2
_ 2 2 - o )
]ig(xs)((p(y’ te =€) — @(xe, te —€7))dy = 2(N+2)Aqo(xs,tg %) +o(e%).

Dividing by €2 and taking limits as ¢ — 0 we get

1

Therefore, if we come back to (155), dividing by €? and taking limit ¢ — 0 we obtain

d o 1—«n
0> —af(f(xo, to) + %A})oq)(x()/ to) + 2<N7+12)A§0(x0, to) + hi(xo, to),

when Vg(x,ty) # 0and

¢ aq > 1—a
> 2 (D LA
0= —=(x0,t0) + 5 A1 (D ¢ (x0,t0)) + ANT2) ¢(x0, t0) + h1(x0, to),
when V¢(xg, tp) = 0.

Using the definition of the normalized p—Laplacian we have arrived to

]
aif(xo, to) — Ay (x0,t0) > hi(xo, to).
Thus we proved that u is a viscosity supersolution of (150).

Now we are going to prove that u is viscosity solution to

Ju
5 () = Ayl t) = I(x.t),

(160)

(161)

(162)

(163)

(164)

in the set (2 x (0,T)) N {u > v}. Let us consider (xg, ty) € (2 x (0,T)) N {u > v}. Lety > 0 be such that

u(xo, to) > v(xo, to) + 31.
Then, using that u and v are continuous functions, there exists § > 0 such that
u(y,t) > o(y,t)+2y forall (y,t) € Bs(xg) % (to—9,to+9),
and, using that u* = u and v* = v we have
u(y,t) > v*(y,t) +n forall (y,t) € Bs(xg) X (to—J,to+9),
for 0 < € < g for some ¢ > 0. Given (z, ) € B%(xo) x (to — §,to+ ) and e < min{eg, §} we obtain

6 o

Be(z) x {t — €’} C Bs(x0) x (to — 5ot 5)-
Using that u®* = u we have the following limits:
sup ut(y,t —€2) — u(z,t), ase — 0.

YEB:(z)

In fact, from our previous estimates we have that

sup uf(y,t —€*) —u(zt)| < sup |uf(y,t—e?) —u(y,t—e*)|+ sup |u(y,t—e*) —u(zt).

YEBe(2) yEBe(2) YEBe(2)

(165)

(166)

(167)

(168)

(169)

(170)
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Using that u® = u, there exists €1 > 0 such thatif ¢ < &;
p 0
[(uf —u)(x,t)] < 3 forall (x,t) € Qx (0,T]. (171)

Now, using that u is continuous, there exists e, > 0 such that

e .
uy,t) —ulzs) <5 i 1)~ (z5) <er (172)
thus, if we take ¢ < % min{eg, €1, €2, %} we obtain
sup uf(y,t —e*) —u(z,t)| < 6. (173)
YEBe(2)
This proves (169).
Also, with a similar argument, we get,
lim inf uf(y,t—¢€®) = u(zt). (174)
e—=0yeBe(z)
Finally, we also have,
lim ut(y, t — e)dy = u(z,t). (175)
e—0 Be(2)

In fact, let us compute

u(y, t —e*) —u(z,t)| dy.

ug(y,t—sz) —u(y,t—s2)‘ dy+][

][ ut(y, t — €2)dy — u(z,t)
Be(z)

</
Be(z)

Be(z)
(176)
Now we use again that u* = u and that u is a continuous function to obtain
€ o 2 0
[uf(y,s) —u(y,s)|dy < = and lu(y, t —e°) —u(z,t)dz < =,
Be(2) 2 Be(2) 2
for € > 0 small enough. Thus we get
][ ut(y, t —e*)dy —u(z,t)| < 0. (177)
Be(z)
Using the previous limits, (169), (174) and (175) we obtain
J1(uf) (2, t — €2) — u(z,t) ase — 0. (178)
Analogously, we can prove that
I (0%)(z,t — €2) = v(z,t), ase — 0. (179)
Now, if we recall that u(z, t) > v(z,t) + 217, we obtain
() (2t — &%) > (o) (z,t — &) +1, (180)
if ¢ > 0 is small enough. Then, using de DPP and (180) we have
1 1
u(z,t) = Sh(u)(zt =) + 5 max{f1(u") (z,t = &), (o) (z,t — &)} = L () (2.t — &), (181)

for all (z,t) € B s (x0) X (to — %, fo + %) and for every ¢ > 0 small enough. Let us prove that u is viscosity
subsolution to the equation (164). Given now ¢ € ¢%!(Q x (0, T)) such that (u — ¢)(xo, to) = 0 is maximum
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of u — ¢. Then, from the uniform convergence there exists sequence of points (xg, f¢)e>o C B% (x0) x (tp —

g, to + g), such that x, — xq, t. — tg and
(15 — @) (xe, te) = (u° = @) (y, 1) —0(e?), (182)
forall (y,t) € QA x (0,T), thatis,
Uy, t) — u(xe te) < @(y, 1) — @(xe, te) + 0(€%). (183)

From the DPP (1) and using (183) we have

0 = J (1) (re e — ) mavx {Ja ) (v e — ), Jo(0) (ke e — )} — (e )

=1 (%) (xe, te — €7) — u*(xe, te) < J1(@) (xe, te — €7) — @(xe, te) + 0(€7). (184)
If we add and subtract @(x,, t. — €2) we get
0 < @(xe, te — 52) — @(xe,te) + J1(@) (xe, te — 52) — @(xe, te — 52) + 0(52)- (185)
Passing to the limit as before we obtain

(1 — 061)

2(N+2) AQD(XO/ t()) +h1 (XO/ tO)/ (186)

3
0< —a—f(xo, to) + %Agofp(xo, to) +

when V¢(xq, tg) # 0 and

d « 11—«
0 < =52 (o o) + S (D200, 10)) + 3o A9 ) + I ), (187)
if Vo(xo,t9) = 0. Hence we arrived to
%9 — Al <h 1
ot (X(), tO) pq)<x0' to) =M (X(), tO)' (188)

This proves that u is viscosity subsolution of the equation (164) inside the open set {u > v}.
As we have that u is a viscosity supersolution in the whole Q) x (0, T), we conclude that u is viscosity

solution to 5
u
g(xor to) — Ayu(xo, to) = h1(xo, to), (189)

in the set {u > v}.
(5) The equation for v: The case that v is a viscosity subsolution to

v
E(x, t) — Aév(x,t) = hy(x,t),

is analogous. Here we use that
0 = min { T2 (05) (xe, te — €2) — v(xe, te), J1 (1) (xe, te — €2) — 0F (e, tg)}

<Jo () (e, te — €2) — 0 (X, te). (190)
To show that v is a viscosity solution to

Jv

g(xol to) — A%U(xo, to) = ha(xo,to), (191)

if (xo,t0) € (A x (0,T)) N {u > v} we proceed as before.
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(6) Extra condition: Now let us prove the extra condition

(?;:(x,t) - A;u(x,t)> + (?;;(x,t) - Aév(x,t)> = I (x, 1) +ha(x, 1),

for (x,t) € O x (0,T). Notice that it is necesary to prove only the case u = v, because in the set {u > v} we
have

Mty = Abu(x, ) = () and 22 (xt) — Alo(x, £) = hy(x,b). (192)
ot p ot q
Let us start proving the subsolution case. Given (xg,tg) € {u = v} and ¢ € %?' such that

(u — ¢)(x0,t9) = 0is maximum of u — ¢. Notice that since v(xo,ty) = u(xp,tp) and v < u in Q x (0,T)
we also have that (v — ¢)(xg, tg) = 0 is maximum of v — ¢. Then, from the uniform convergence there exists a
sequence of points {(xg, fe) fes0 C B% (x0) x (0,T), such that x, — xq, t. — tg, and

(u = @) (xe te) > (15— @) (y,t) +o(?), (193)

forall (y,t) € Q x (0, T). Let us consider two cases:
Case 1. Suppose that ue(xgj, tgj) > Ue(xgj, tsj) for a subsequence such that g — 0. Let us notice that, if

() (2, ) < (o) (=, 8),
we have that
w(et) = () (&) + 3 h(F) (z 1) and 0°(st) = 316 (& 1) + 2 (o) (2 1), (194)

and then we get
ut(z, t) = v°(z,t),

in this case.
This remark implies that when u®(xe;, te;) > v*(x¢;, te;) we have

]1(”8)(9(3]" tS/) Z ]2(08)()(8]'/ tSJ) (195)
If we use the DPP (1) we get
1
0=5 (h(ug)(xsj,tsj —€) - ”S(xs]-rte]-)>

1
+3 max{ ]y (1) (x¢;, te; — S?) —u(xgj, te;), Jo(0°) (xe te; — s?) —uf(xj, te;) }

1
(]1 (us)(ijI t&‘]‘ - 8?) - us(x€]'rt8]‘)) + E (]1(”8)(x€j/t8j - 8?) - Ms(xgj,tsj)>

N =

:]1(u€)(xg]., tS]' - 8?) - ug(xsj'/ tEj)r (196)
and using (193) we obtain
0 - Il (ue)(xﬁj/ tE] - 5?) - us(xe]'/ tEJ) S ]1(4))(365]'/ tﬁ] - 8]2) - q)('xgj/ tﬁ]) (197)

Taking limit as ¢; — 0 as before we get

d
a*(tp(xof to) — App(xo,to) < h1(xo,to)- (198)

We have proved before that v is a subsolution to

dv

g(x,t) —Ago(x,t) = ha(x,t),
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in the whole Q) x (0, T). Therefore, as (v — ¢)(xp, tp) = 0is a maximum of v — ¢ we get

0
a*(f(xo, to) — Bg@(xo, to) < ha(xo, to). (199)

Thus, from (198) and (199) we conclude that

d 0
(;:(xo, to) — Ape(xo, to)) + ((—;f(xol to) — Mg (xo, to)) < hy(xo, to) + h2(x0, to)- (200)

Case 2. If u®(x¢, te) = v°(x, te) for e < gp. Using the DPP (1) we have
€ 1 € 2 1 £ 2
u (xe/ te) :Eh(u )(xe/ te—¢€ ) + 5]2(7] )(xe/ te —¢ )/

(e te) = 0) (e e — ) 3 o0 (s e — 2), (o)
then we get
max{ (1) (e e — ), J2(0°) (e e — )} =2(0°) (e e — ),
min{ ] (8) (v fe = ), 2 (0 (s e — )} =1 () (e e — 2). 02)
If we use again (193) we obtain
P00 = 9 te) = () = (e 1) +0(2) 2 (0 1) — 0 (s ) + (&%), 203)

here we used that u® > v and u®(x,, te) = v°(xe, t¢). Thus
1 1
0=5 (h(ue)(xe, te — %) — u(xe, t€)> +5 (]2(08)(3(8/ e ) — 0 (xe, te))

g% (@) (xeste = ) = @l te) ) + % (B9 (xe e — &) = plxe o) ) (204)

Taking limit as ¢ — 0 we conclude that

d d
(;f(xo, to) — Apg(xo, to)) + <a(f(x0/ to) — Aqg(xo, l‘o)) < hy(xo,to) + h2(xo, to)- (205)

Then, we get the subsolution case in the viscosity sense (taking care of the semicontinuous envelopes
when the gradient of ¢ vanishes). We have just proved that the extra condition is verified with an inequality
when we touch u and v from above at some point (xg, tp) with a smooth test function.

The proof that the other inequality holds when we touch # and v from below is analogous and hence we
omit the details. [

7. Final remarks

Below we describe some possible extensions of our results.

7.1. Parabolic/elliptic system

Suppose that we propose a different game on one board, say the second one. In this board the players
play Tug-of-War with noise without change the time variable. That is, if the token remains in (x, fy,2) €
Q% (0,T) x {1,2} and ji 1 = 2, the next position is chosen playing Tug-of-War with noise at the level #;. That
is, ty1 = f.
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Hence, we obtain a game played on two boards. On the first board play changing t to t — €2, while in the
second board, the token remains in the same time level. This game has associated the following DPP

W (x, 1) = %]1(u5)(x,t ~ )+ L max ()t =), )50} (1) €Qx(OT),

2
. ) (206)
o (x,1) = 52 (0%) (x,£) + 5 min { ]y (1) (3, £ = €2), o (o) (x, 1)} (x,1) € Q% (0,T),
with the boundary conditions
uf(x,t) = f(x,t), (x,t) € (RN\Q) x [0,T),
(207)
v (x,t) = g(x,t), (x,t) € (RN\Q) x [0,T),
and initial condition
{ u(x,0) = up(x), x€ Q. (208)

If we repeat the computations that we used in this paper we will obtain a pair of continuous functions
(u,v), obtained as uniform limit of the solutions to the DPP (206). These functions solve the following system.

u(x,t) > o(x,t) (x,t) €eQx[0,T),

aa—?(x, t) — A},u(x, t) > hi(x,t) (x,t)€Qx(0,T),

—Aév(x, £) < hy(x,t) (x,£) e A x (0,T), (209)
%‘(x,t) —Abu(n,t) = (x8) (5,8) € (Qx (0,T) N {u >0},

—A,%v(x, £) =hy(x,t) (x,£) € (A% (0,T))N{u > v},

with the boundary conditions

{ u(x, t) = f(x,1), (x,t) €9Qx0,T),
(210)
v(x,t) =g(x,t), (xt)€0Qx][0,T),
and the initial condition
{ u(x,0) =up(x), xe€Q. (211)

Notice that there is no initial condition for the second componnent v both in the DPP and in the limit PDE
system. This is due to the game rules in the DPP, and the nature of the elliptic equation in the system.
Regarding the functions v* and v, the variable f acts just as a parameter.

Here we remark that to construct a solution to the DPP (206) we can use the arguments in the proof of
Theorem 2 contructing an increasing sequence of subsolutions iterating the DPP.

7.2. n membranes

We can generalize the game to an n-dimensional system. Let us suppose that we have for1 <k <n

Je(w)(x,t) = ay E sup w(y,t—e?) + % inf w(y,t—e)| +(1—ay) ][ w(y, t —e?)dy — 2y (x, t — €2).
Be(x)

YEB:(x) y€Be(x)
(212)
These games have associated the operators
Li(w) = Ay w + Iy, (213)

where
&k _ pe—2
1—le N+2
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Given wy > wp > --- > w, and defined outside Q) x (0, T), we can consider the DPP

1 1
up(x, t) = 5 max {]l-(uf)(x,t - 82)} + Er}’g?{]l(uf)(x,t - 52)}, xeQx(0,T),

up(x,t) = wi(x,t), x € (QAx(0,T))".

(214)

forl1<k<n.

This DPP is associated to a game that is played in n boards. In board k a fair coin is tossed and the winner
is allowed to change boards but Player I can only choose to change to a board with index bigger or equal than
k while Player II may choose a board with index smaller or equal than k.

The functions (u{,-- -, uj;) converge uniformly as ¢ — 0 (along a subsequence) to continuous functions
{uy }1<k<y that are viscosity solutions to the following parabolic # membranes problem,

ug(x,t) > ugpa(x,t) Qx(0,7),

Li(ug) 20, Ligq(ugyy) <0 {1 > up = upyy =+ =gy > Uggra

Ly(ug) + Liyi (ugqg) =0 {up—y > U = gy = - = gy > Uggr ) (215)
Ly(ug) =0 {uk—1 > ue > upya},

(2, £) = wi (x,£) (90 x (0,T)) U (O3 x {0}).

forl <k <n.
Notice that here the extra condition

Ly(uk) + Liyi (ugr) =0, (x,t) € {up—1 > up = g1 = -+ = Upy > Uppry),
appears.

7.3. Playing with an unfair coin modifies the extra condition

One can also deal with the game in which the coin toss that is used to determine if the player can make
the choice to change boards or not is not a fair coin. Assume that a coin is tossed in the first board with
probabilities v and (1 — ) and in the second board with reverse probabilities, (1 — ) and 1. In this case the
equations that are involved in the DPP read as

u®(x,t) = ymax {]1(u€)(x,t — 82), Jo (%) (x, t — 82)} + (1 =) 1(uf)(x,t — 82) (x,t) e A% (0,T),
v8(x,t) = (1 — 7) min {h(uf)(x,t — &%), Ja(v%) (2, t — 82)}  )a(vF) (x, t — €2) (x,t) € Q x (0,T).
(216)

In this case, these functions converge up to a subsequence to a pair of functions (u,v), viscosity solution
to the equation (19) with the extra condition

vy (—A;,u(x,t) + I (x, t)) +(1-7) (—A;v(x,t) - hz(x,t)) -0, (,HeQx(0T), (217)
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