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1. Introduction

ntegral inequalities are a fundamental topic in mathematics. They are used in many areas, including
m differential equations, functional analysis, and approximation theory. A wide array of classical results
rely on such inequalities for their theoretical development and practical application. They are particularly
important for estimating functions and operators, proving convergence and establishing stability criteria. For
comprehensive treatments and examples, see [1-5].

The Hardy-Hilbert integral inequality is one of the most widely studied results in this field. Essentially, it
provides sharp upper bounds for a certain class of double integrals. The classical version of the inequality is
presented below. Let p > 1and g = p/(p — 1) such that 1/p 4+ 1/g = 1. They will serve as norm parameters.
WesetRy = {x e R|x > 0}and R} = {x € R | x > 0}. Let f,g : R — R be two functions such that
fR* fP(x)dx < +o0 and fR* ¢7(y)dy < +oco. Then we have

1/q

I e L R ]

The constant factor 7t/ sin(7r/p) is proved to be optimal. Thanks to its elegant structure and broad
applicability, this inequality has inspired a wide range of generalizations and extensions. One notable variation
is given by

1/q

/* /  x gy Ws)dxdy <7 Vl& xp/z‘lf’”(X)dxr/p V& yq/z‘lgq(y)dy}

This form is particularly attractive due to its use of a simpler constant factor, i.e., 77, and the appearance
of weighted integral norms of f and g. Depending on the analytical context, this variation may be more
convenient or more effective than the original Hardy-Hilbert integral inequality. For a comprehensive survey
of related results and developments, see [6-8]. Contemporary studies on the topic from 2024-2025 include
[9-12].
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In addition, the Mulholland integral inequality achieves another objective. It was introduced in [13], and
studied in detail in [14]. The version considered in the latter is given below. Let f, g : (1, +00) — R} be two
functions such that f(l too) fF(x)dx < 400 and f(l to0) 87(y)dy < +o00. Then we have

1/q

1 7T 1/p
_ p—1gp qg—1,49
/(1,+°°) /(1,+°°) log(xy)f(x)g(y)dxdy = sin(7/p) U(l,Jroo) ) OC)dx} |:./(l,+oo)y g'(y)dy

This inequality is characterized by the presence of the logarithmic term log(xy) in the denominator of the
main integrand. This introduces a qualitatively different type of singularity to that observed in the context of
the traditional Hardy-Hilbert integral inequality. This structure is particularly relevant to problems involving
logarithmic potentials, information theory, and certain classes of integral operators. Furthermore, it is proved
that the constant factor 7t/ sin(7t/p) is optimal. All of these aspects are discussed in detail in [14,15].

For the purposes of this article, we refer to Mulholland-type integral inequalities as those involving a
logarithmic term in the denominator of the main integrand. Based on this definition, we examine two new
integral inequalities that combine features of Hardy-Hilbert-type and Mulholland-type integral inequalities.
These are referred to as Hardy-Hilbert-Mulholland-type integral inequalities. The double integrals considered
have the following forms:

J:

(x/y) =12 — (y/x)*-1/2
/Rj; (x + y) log(x/v) f(x)g(y)dxdy,

*
+

and

a—1/2 _ —(a—1/2)
L L e e s )iy,

where « is an adjustable parameter, with a range of values to be described later. The corresponding kernel
functions are given by
x/y)zxfl/Z _ (y/x)ucfl/Z

(x+ y) Tog(x/y)

K () = ¢

and

(xy)* 12 = (xy)~ 271/
(1+ xy) log(xy)

respectively. For the range of values of « considered, they are defined almost surely on (R )2. In both cases,
the constant factor obtained in the inequalities is determined by the same expression involving a logarithmic

tangent function. It is given precisely by
2log {tan (%)] .

In line with the approach outlined in [14], we provide a rigorous proof that this constant factor is optimal
in both formulations. The remainder of the upper bound is the product of the weighted integral norms of the
functions f and g, where the weights are simple power functions of their respective variables. Several auxiliary
inequalities are also derived, each of which makes a new contribution to the theory of integral inequalities.
These include inequalities involving a single function and inequalities involving the primitives of the main
functions. For the sake of completeness, we provide detailed proofs, including step-by-step derivations and

K& (x,y) =

4

references to key intermediary results.

The remainder of the article is as follows: §2 and §3 are devoted to the first and second
Hardy-Hilbert-Mulholland-type integral inequalities, respectively, together with related results. §4 provides a
conclusion.
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2. First Hardy-Hilbert-Mulholland-type integral inequality

2.1. Main result

The theorem below presents the first Hardy-Hilbert-Mulholland-type integral inequality, followed by its
detailed proof.

Theorem 1. Letp > 1,q=p/(p—1)and « € (1/2,1). Let f, g : R — R be two functions such that
/ PP (x)dx < oo, /R Y1218 (y)dy < oo,
+ T

Then we have

x a—1/2 x a—1/2
L L e F)s(w)andy

< 2log {tan (%)} {/i xp/zlfp<x)dx] 1/p { . Y1727 161 (y)dy

1/q

Proof. Let us begin by observing that, for any « € (1/2,1) and x,y € R, we have

(x/y)rxfl/Z _ (y/x)“’l/z
(x +y)log(x/y)

K (x,y) = >0,
due to the symmetry and monotonicity properties of the involved expressions. Specifically, distinguishing the
cases x/y > 1and x/y € (0,1), we verify that the numerator and denominator have the same sign, giving this

result. Therefore, since f and g are assumed to be non-negative functions, we have

x/]/ oc 1/2 _ (y/x)zxfl/z
fo L S ey sy > 0.

Moreover, since the integrand is non-negative, it may be raised to any non-negative exponent without
affecting the sign of the integral. In light of this structure, we now proceed to decompose the integrand in
an appropriate way. Using the equality 1/p +1/g = 1, and applying the Holder integral inequality at the
exponent p, we obtain

x ac 1/2 x)a—1/2
/* /* /yx+y logi/g)/) f(x>g(]/)dxd]/

B (x/y)a—l/Z _ (y/x)tx—l/,?. 1/p
_/* /* { Zq)y 1/(2p) l Gy Tog(x/y) 1 f(x)

w-1/2 _ a—-1/21Y1
X {xl/(Zq)yl/ 2!’ [(X/y) (y/x) ‘| g(y)} dXd]/

(x +y)log(x/y)
SAl/pBl/q, (1)
where a—1/2 a—1/2
A= [ xp/<2q>¢1y<x/y()x+y)l‘ogi 2) fP (x)dxdy,
and

1 x/ a—1/2 /x a—1/2
B = /* /* yq/(Zp)7< y) (]/ ) gq(y)dxdy

(x +y)log(x/y)
The technical Lemma below is required to define the terms A and B. It is an integral formula extracted
from [16].
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Lemma 1. [16, Formula 4.267.10] Let « € (0,1). Then we have

a—1 _ —«
/m (1x+ x) loxg(x)dx = 2log [ta“ (%H '

We will use this lemma for w € (1/2,1).

Expression for A. Using the Fubini-Tonelli integral theorem to exchange the integral symbols (which is
possible because the integrand is non-negative), applying the change of variables u = y/x, and using Lemma
1 and the equality p/(2q) = (p — 1) /2, we obtain

- p/(2q) ¢p 1 (/) (/)2
A Ry f(x)[m\/? (x +y)log(x/y) |

— 12y | [ /W= /0 }
e 70 | L o)

s
_ [ ez [ [ W/ = (x/y)t 1 ]
[ fP(x) /R1 e Tost ) 5%

+

o/ 29)-1/24p ([ ot dul d
~ e ) _/Rj_ (1+u)log(u) u] X

+

= xP/R0)=1/2 £ () {Zlog [tan (%)] } dx

= Je
QT
— &t p/2=1¢p
2log {tan( 5 )} /Rix fP(x)dx. 2
Expression for B. We proceed as before, but with some crucial differences in terms of parameterization.
Using the Fubini-Tonelli integral theorem to exchange the integral symbols (which is possible because the

integrand is non-negative), applying the change of variables v = x/y, and using Lemma 1 and the equality
q/(2p) = (9 —1)/2, we obtain

— 9/(2p) g4 A (/)2 = (y/x)r 2
5= fo g(”[n&w& (rrtogary) ]

- 01720000 | [ /)= (y/x)" ]
o 2R | o TG gt ]

_ a/ep-1/2 a0 [ [ (&/y)* = (y/x)* 1 ]
/:y g(y)_/m ydx dy

(14 x/y)log(x/y)
r a—1 _ —«

= /:yq/(zml/zgq(y) _/Ri (1?:Lv)bvg(v)dv] dy

= [, o) oo an ()]

~ 2log [tan (%)} /R Y121 (y)dy. 3)

Combining Egs. (1), (2) and (3), and simplifying via the equality 1/p +1/g = 1, we get

. a—1/2 x—1/2
/ . / , (x/y() VI F)g(y)dxdy

x +y)log(x/y)
xp/21fp(x)dx}l/p {Zlog {tan (%)} /R* qulgq(y)dy}

< {ZIOg [tan (%)} /R
xP/ZlfP(x)dxr/p { e yq/21gq(y)dy]l/q.

= 2log [tan (%)} [/R

This concludes the proof of Theorem 1. [

1/q

%
+

*
+



Open |. Math. Anal. 2026, 10(1), 22-37 26

To the best of the knowledge of the author, this is the first theorem of its kind to consider a
Hardy-Hilbert-Mulholland-type integral inequality. The presence of the parameter « adds a certain degree
of flexibility that can be exploited in various mathematical scenarios.

The remainder of this section is devoted to secondary results derived from Theorem 1.

2.2. Secondary results

The proposition below ensures the optimality of the constant factor in Theorem 1.
Proposition 1. In the context of Theorem 1, the constant factor
%8
2log {tan (—)] ,
2
is optimal.
Proof. Our approach is by way of contradiction. We assume that there is a constant

v e (0,2log [tan (TF)])

such that, for any f, ¢ : R} — R, satisfying

/ xP/271 P (x)dx < +oo, / Y127 10 (y)dy < +oo,
& R%

we have

1/q

/ . / . X/y it (y/x)%l/zf(x)g(y)dxdygv U& xp/zlf’”(x)dxr/p U& yI2 g y)dy| . @)

(x +y)log(x/y)

In this way, v is a better constant factor. For any n € N\ {0}, we consider f;, g, : R} — R, as follows:

_Jo ifxel0,1), _Jo ify €[0,1),
Jnlx) = {x1/21/(”7’) if x € [1,+00), gnly) = {yl/zl/(”fﬂ ify € [1,+o0).

We then calculate

 yp/2-1gP — p/2-1[,~1/2-1/(np)|¥ :/ “A/n=1g [ 1] T
/ix Sz -/[1,+°°)x [x } ax [1,+oo)x ax [ e L:l "
and
— — _1/2— q IRy -~ y—+oo
/ Y172 1g?,(y)dy=/ /21 [y 172 l/(nq)} dy = yVn=lgy [_ny l/n} T
i [l,+00) [1,+OO) y=1

These formulas combined with the equality 1/p 4+ 1/g = 1 and Eq. (4) ensure that

1 1 1/p 1/q
v=v-n"Ppl/1 ="y {/ xp/Zlfﬁ(x)dx} [/ yq/zlglz:(]/)dy}
n n * R

x/y 1x 1/2 (y/x)"‘—l/z
/* /* x+]/ log(x/y) fn(x)gn(y)dxdy (5)

Let us now determine this double integral. Using the expressions of f;; and g,, performing the change
of variables x = uy, applying the Fubini-Tonelli integral theorem (which is possible because the integrand is
non-negative) and using the equality 1/p +1/g = 1, we obtain

x/y zx 1/2 (y/x)zx—l/Z
fo e ey e gy )y
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(x +y)log(x/y)

(x/y)* 12— (y/x)* V21 ~1/(
= d nq) 4
Josoo i e yr10806730 N e

— / -/ ulu—l/(”wy—l/(”f’) (ydu):| y_l/(nq)dy
[1,+00) [/(1/y,+c0) (1 +u)log(u) y?

_ / / uel e ul/(np)du:| Y1) gy ©)
[1+e0) L/(1/y+e0) (1+u)log(u)

Using the Chasles integral relation with the threshold value u = 1, the Fubini-Tonelli integral theorem
(which is possible because the integrand is non-negative), simple integral calculus and the equality 1/p +
1/9 =1, we get

/ U uvl gy ul/(np)du] Y= (1/m) gy
[14+00) [/(1/y,+00) (1+ u)log(u)

uafl —u 71/( p) B
_ np)d (1+1/n)d
[1,+00) Mw,n (T+u)log(u)" } Y Y

M“71 —u " 71/( _
- % np) 4 (1+1/n) 4
+ /[1,+oo) [/[1,+00) (1+u)log(u) ! u] Y /

a—1

= / / (c/y)* 12 = (y/x)* 2 /21 (np)y=1/2-1/(04) g g
[1,+00) J[1,+00)

— uilx

01) [/u/u,wy »"} (1+u)log(u) "

Ma_l — u_"‘ 71/(,1’,) :| |: _
d (1+1/n)d :|
" Um«a (1+u)log(u) " ! /[1,+oo> Y /

= / (nul/”)—ulx_1 —ut u V) gy 4+ n {/ —ua_l —ut u_l/(”mdu}
J(0,1) (1+u)log(u) J[1,400) (1 +u)log(u)

71/(”p)du

—n {/ uul/("q)du + Mul/(ﬂp)du} _ @)
(01) (14 u)log(u) [1,+c0) (1+u)log(u)
Combining Egs. (5), (6) and (7), we have
v > / v L ul/ () gy 4 —uail —u " u ) gy,
(01) (14 u)log(u) [1,+00) (14 u)log(u)

Considering the inferior limit with respect to n denoted liminf, , ., the Fatou integral lemma,
liminf, ul/(ma) =1 foru e (0,1), liminf, 4o u0p) = 1foru € [1, +c0), the Chasles integral relation
and Lemma 1, we obtain

a—1 o

a—1 _ ,,—« -
v > lim inf W TR V), +1lim inf “

n—teo J(o,1) (14 u)log(u) n=teo J[1,4e0) (14 u)log(u)

Y et A ) ) 1/ (ng) yt—1l _g—a . ) ~1/(np)
> / ——— |lim inf /Y| du-+ / —————— |lim inf u PI| du
(01) (14 u)log(u) n—rtoo [1,+00) (14 u)log(u) n—-+oco

“ w1/ (p) gy

utx—l _qyu . ua—l _qyu utx—l _qyu
01 AT m)log() " S T+ ) log(w) "~ Jre T+ ) log(w) "
%
= 2log [tan (7)] .

A contradiction is with the assumption

ve (0,2log {tan(%)})
s o ()]

Consequently, the constant factor
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is optimal. This ends the proof of Proposition 1. [

The result below is an integral inequality derived from Theorem 1 which has the feature of depending on
a single function.

Proposition 2. Let p >1,q=p/(p—1)and « € (1/2,1). Let f : R, — R be a function such that
/* xP/271fP (x)dx < +oo.
%

Then we have

B B B / a—1/2 _ / x—1/2 P B
Ly el [/ (e/y) y/x) f(x)dx] dy < 2" log? [tan (%)]/ xP /2L fP (x)dx

(x +y)log(x/y) :

+

Proof. For convenience, let us set

a—1/2 _ w—1/2 p
c fr e [ e ]

Then a simple decomposition gives

_ (x/y)* 172 — (y/x)* 12
C_-/i V+ (x +y)log(x/y) f(x)dxl g

y—(q/Z—l)(p—l)
(x +y)log(x/y)

x/]/ a 1/2 <y/x)1x71/2
= Jo e T e ese Wsr )y ®)

where .

X /)12 (/) a—1/2 P
g (1) = [yW“) e f(x)dx]

Applying Theorem 1 to the functions f and g4, we directly obtain

x/]/ :x 1/2 (y/x)txfl/Z
Jo e e ege Wstaxdy

1/q

<2log {tan (%)] [/ixp/ZlfP(x)dx} 1/p U ¥/ 1gq(]/)dy} . )

Let us now examine the last integral. Using g(p — 1) = p, we have

(p-1)
B B B / x—1/2 / a—1/2 q
/ yq/z 1g¢7(y)dy /* yq/z 1 [y (q/2 1)/ (x/y) (y/x) f(x)dx] dy
R

© (x+y)log(x/y)

_ (x/y)* 12 — (y/x) 12 ’
/* Y121 [ (q/2— 1)/1 ETE f(x)dx] dy

p
—(g/2-1)(p—1) (x/y) 12— (y/x) 12
! [/ 1 (x+y)log(x/y) fldx| - dy

=C. (10)
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Combining Egs. (8), (9) and (10), we get
C < 2log [t (”‘” P/2-1 6P (2)d e
< og{an 7)} /ix fP(x)dx .
This and the equality 1 —1/q = 1/p give

clr < 2log {tan (%)} xp/Zlfp(x)dx] Up,

I8

+

so, by the definition of C,

a=1/2 _ x—1/2 P
. y~ (/2D [ o (X/y()x—i-y) 10;?;;;) f(x)dx] dy < 2P log? {tan (%)] /* xP/271fP (x)dx
+

This ends the proof of Proposition 2. [

Typically, this proposition is used to study the continuity of new types of integral operator depending on
a single function.

The result below is an adaptation of Theorem 1, which deals with the primitives of f and g. The proof is
based on the classical Hardy integral inequality.

Proposition 3. Letp > 1,q=p/(p—1)anda € (1/2,1). Let f,g : R% — R be two functions such that
/ fP(x)dx < oo, / 81 (y)dy < 400,
RY R
and F, G : R%, — R be their respective primitives, i.e., for any x,y € R?,,

Fa= [ fwd, 6= [ s

Then we have

oc 1/2 _ x—1/2
/* / el W/ T v /=3/2y0 43/ (1) Gy dxdy

(x+y)log(x/y)
1 1
- i (x)dX] " [ /Ri gq(y)dy} :

<2108 [an ()] ;55

Proof. By identification, we can write

(x/y)* V2= (y/x)* 2 s 1/0-302
/ . I ety R Gy

x/y uc 1/2 (y/x)zx—l/Z
= L L e ()5 )y, a

where

fo(x) = xVP32R(x),  goly) =y 7732G(y).

Applying Theorem 1 to f, and g., we get

X/]/ oc 1/2 _ (y/x)zxfl/z
Lo L S ey sy

1/q

< 2log {tan (%)} [/* xp/z_lff(x)dx]l/p [/* 1727107 () dy . (12)
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Let us now express the two integrals of this upper bound. Using the definition of f, and the Hardy
integral inequality, we obtain

/* x”/z_lff(x)dx:/R* xP/271 [xl/”_g’/zF(x)}pdx:/ iF”(x)dx < ( P ) - fP(x)dx. (13)

ol Ry XP p—1

Similarly, using the definition of ¢, and p = g/ (g — 1), we have

1
/219 (1) dy — 9/2-1 [, 1/9-3/2601 7 gy = 2 aP(nd
o Vg Wy = v )] dy o (y)dy
q
1 / q _ q/ q
< dy = dy. 14
_<q_1> Rig(y)y p Rig(y)y (14)

Combining Egs. (11), (12), (13) and (14), we get

(x/y)* 2= (/)2 e 1m0
F dxd
/*/* T y (x)G(y)dxdy
1/p 1/9
arn Y p q q
<aiog[an ()] [(25) [, o] [0 [ sy
1/q

= 2log [tan (27 )] pp_zl [ - fp(x)dxr/p Uﬂ& gq(y)dy]

This concludes the proof of Proposition 3. [J

The upper bound therefore depends on the unweighted integral norms of f and g, and the constant factor
is set as precisely as possible, even though optimality is not demonstrated here.

3. Second Hardy-Hilbert-Mulholland-type integral inequality

3.1. Main result

The second Hardy-Hilbert-Mulholland-type integral inequality is presented in the theorem below,
followed by its proof.

Theorem 2. Letp > 1,q=p/(p—1)and « € (1/2,1). Let f, g : R — R be two functions such that
/* xP/271 P (x)dx < 40, /R* Y127 10 (y)dy < +co.
+ +
Then we have
X}/ 1x 1/2 _ ( y) (a=1/2)
/ . / LT A ey logy)  HsWdxdy

<2log [tan (%)} [/ P/ 6P (x) } [/ /2168 () dy 1/11.

Proof. With the same arguments to the proof of Theorem 1, for any « € (1/2,1) and x,y € R’ , we have

(xy)* 12 = (xy)~*~1/2)
(14 xy) log(xy)

K (x,y) = >0,

implying that

. x—1/2 —(ae—1/2)
/* /* (xy)(l+xy)(liyg)(xy) f(x)8(y)dxdy = 0.
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Furthermore, thanks to the non-negativity of its main component functions, the integrand can be easily
manipulated. By decomposing the integrand using the equality 1/p +1/9 = 1, and applying the Holder
integral inequality at the exponent p, we obtain

x a 1/2 _ x —(ae—1/2)
/* /* = (14 xy) (lo]jg)(xy) f(x)8(y)dxdy

/ / )y-1/20) (xy)* 12 — (ay) (/2 1/pf(x)
< Jre (1+ xy)log(xy)

«-1/2 _ —(a—1/2) 714

’ {xw@yl/(zp) [(xy)(uxy)(ﬁg)(xy) ] 8<y)}dxdy < D'/rels, (15)
where 1/2 (a—1/2)
p— | prizg) L Ly)™ 77 = () 0T
/* / TV (T ay)loglay) frx)dxdy,

and

= arp) L ()2 — ()DL
& /* /* Yy x (1_|_xy) log(xy) g (]/)dxdy

Let us now express D and £.

Expression for D. Using the Fubini-Tonelli integral theorem to exchange the integral symbols (which is
possible because the integrand is non-negative), making the change of variables u = xy (with respect to y),
and using Lemma 1 and the equality p/(29) = (p — 1) /2, we have

oc 1/2 (xy)f(ucfl/z)
dy| d
(1+ xy) log(xy) 1%

/* <( 0y iy

1+ xy)log(xy
. a—1 o
_ [ p/@p-1/2gp u } i
Ri;x fH(x) /]Rj (1+u)log(u) e
= x”/(zq)*l/zf”(x) {Zlog {tan (%)} } dx

R}

= 2log {tan (%)} /x xP/271fP (x)dx. (16)

D= xp/2qp
|,

' (29)-1/2
= - xP/ (29) “126p (y)

Expression for £. We proceed as before, but with some crucial nuances. Using the Fubini-Tonelli
integral theorem to exchange the integral symbols (which is possible because the integrand is non-negative),
performing the change of variables v = xy (with respect to x), and using Lemma 1, and the equality
q/(2p) = (g —1)/2, we obtain

— 9/(2p) o 1 ()2 = (xy)~(@1/2)
’ /iy $1) [ R% /X (14 xy)log(xy) dx | dy

_ - (xy)* ! = (xy) "
= /:yq/(zm 1/2g’7(y) [/1 (1 3y Tog(y) ydx} dy

a—1_ —«a
_ /:yq/(zm—l/zgq(y) [/Ri (ijU)bvg(v)dv] dy
— /*+ y1/ @) =1/260(y) {Zlog [tan (%)} } dy

= 2log {tan (%)} /IR* Y1271 (y)dy. (17)
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Combining Egs. (15), (16) and (17), and simplifying via the equality 1/p +1/q = 1, we get

xy tX 1/2 _ ( y)—(a—l/z)
/* /* (1 + xy) log(xy) f(x)g(y)dxdy

< {210g [tan (%)} / . xp/z_lfp(X)dx}l/p {Zlog {tan (%)} /R*+ yq/z_lgq(y)dy}
= 2log [tan (%)} [/ xP/271 P (x) } U y1/2 g dy]w.

This concludes the proof of Theorem 2. [

1/q

This theorem complements Theorem 1, providing a new Hardy-Hilbert-Mulholland-type integral
inequality. In a sense, the sum of the variables is replaced by their product.
The remainder of this section is devoted to secondary results derived from Theorem 2.

3.2. Secondary result

The proposition below ensures the optimality of the constant factor in Theorem 2.
Proposition 4. In the context of Theorem 2, the constant factor
QT
2log {tan (—)] .
2
is optimal.
Proof. As in the proof of Proposition 1, we proceed by way of contradiction. We assume that there is a constant

e (0.210g [tan (“1)]),

such that, for any f, ¢ : R% — R satisfying
/ AP (0)dx < oo, /R Y2718 (y)dy < +o,
+ +

we have

/* / (xy alfxy)(loyg)(;;_lmf<x)g(y)dxdy <w UR»; /271 () ] [/ 2140 () dy 1/!7' )

In this way, w is a better constant factor. For any n € N\ {0}, we consider f;;, g, : R} — R, defined by

x~ V2 () if x € (0,1), 0 ify €[0,1),
fn(x) = . ( g”(y) = _1/2_1/( ) . y [ )
0 if x € [1,+0c0), y ") ify e [1,400).

We then calculate

1

p/2—1¢p _ p/2-1 [, ~1/2+1/ (np)|” :/ n—=1g. _ [ 1/n]%7 _
/ix fa (x)dx /(0,1)x [x } dx (0,1)x dx [nx ]x:o n,

and

Yy—+oo

y—l/nfldy _ [_nyfl/n} = n.

9/2-1,9 1\ d / q/2-1 [,~1/2-1/(n) |7 3, —
b VT Ll v "y 1

[1,+00)
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These formulas combined with the equality 1/p 4+ 1/ = 1 and Eq. (18) give

1 1
w=w-nPpt/1 == {w
n n

tX 1/2 _

/ : xp/z_lf'f(x)dx] N [/ . y12 el (y)dy] W}

( ) (a—1/2)

ST

(1+ xy)log(xy)

fn(x)gn(y)dxdy. (19)

Now, let us work on this double integral. Using the definitions of f,; and g;, performing the change of

variables x = u/y, applying the Fubini-Tonelli integral theorem (which is possible because the integrand is
non-negative) and using the equality 1/p+1/9 = 1, we get

zx 1/2

(xy)

—(a—1/2)

L

IX

(1+ xy)log(xy)

fu(x)gn(y)dxdy

V2 — (xy)~ (172 L 1/241/(np)

o o
1,+00) J(0,1)

(1+ xy) log(xy)

y71/271/(m])dxdy

a— 1/2—(xy)7(“71/2) 1

/(0,1) (xy)

[1,400)

_/(O,y) (1+

[1,+0)

[1,400)

ut—

log (u)

:/(O,y) (1”:

log(u) "

1/(np) g =1/(nq) 4
(I+xy)loglyy) VA7 x] / /

1/(np)du] yf(lJrl/n)dy.

— uilx

u)

ul/(np) -1/

y (np

1 -

—Uu

) (20)

Using the Chasles integral relation with the threshold value u = 1, the Fubini-Tonelli integral theorem
(which is possible because the integrand is non-negative) and the equality 1/p +1/g = 1, we obtain

a—1 —u

/ [/ wt—ut

[L4e0) [J(0y) (1+u)log(u)
uafl

[1,40) U(o,l) (

" /[1,+oo> Mm ( :
a—1 _
N U(m) (u .

1+u) log(u)u

—u

" /[1,+oo> [/<u,+oo> v

. ulX—l oy
- {/(o,w (1+u)log(u)
a—1 _ uu

- U(m) (u

Combining Egs. (19), (20) and (21), we

©= /<o,1> (

uzxfl oy

—Uu
1+ u)log(u)u

n—

14 u)log(u)

1+ u)log(u)

1+ u)log(u

1/(np)du] y~11/) gy

—u

l/(np)du] yf(lJrl/n)dy

1_ufo<

ul/(np)du] y~11/) gy

l/(np)du] / y<1+1/n)d4
L/ [1,400)
1 -1 -
(1+1/n) ut —u 1/ (np)
V| arioga”
ul/(np)du_ +/ (nu—l/n) utt— oy ul/(np)du
J1,+00) (1+u)log(u)
1/ (np) gy 4+ Mul/(nq)du} (21)
[1,+00) (1+u)log(u) '
get
Wy g [ TR g,
) [1,+00) (1+u)log(u) '

Considering the inferior limit with respect to 1, the Fatou integral lemma, liminf;,, ul/(mp) = 1 for

€ (0,1), liminf, o u™ V(") =1 foru €

a—1 w

. . u —u-
w > 1lim inf

n—+e /(0,1) (14 u)log(u)

uel—y
> -z
B /(0,1) (14 u)log(u)

u
-

n—-+oo

{hm inf

VP gy + lim  inf

[1, +c0), the Chasles integral relation and Lemma 1, we obtain

a—1_ ,,—«
! Lyl gy

n—+oo J[1,400) (1+ u)log(u)
yt—1l _g—a

e 1/(nq)
d”+/+oo 0+ ) Tog(#)

y1/ (np) du

|

[lim inf u™
n—-—+oo
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ut 1_u o ut 1 uu
= _— / L —;
/<o,1> U+ w)log() ™" " J sy T ) Tog(u) "

a—1 _
= /R*jr —(1u+ m loug(u)du = 2log [tan (%)} .

A contradiction appears with the assumption

€ (0,2log [tan (%)])
s on ()]

is optimal. This ends the proof of Proposition 4. O

Consequently, the constant factor

The result below is a new integral inequality. It is derived from Theorem 2 and depends on a single
function.

Proposition 5. Let p > 1, =p/(p—1)and « € (1/2,1). Let f : R — R be a function such that
/* xP/271 P (x)dx < +oo.
%

Then we have

p
~(a/2-1)(p-1) (xy)* 12 = (xy)~ 1) P log” ar p/2-1¢p
Riy l/i f(x)dx| dy <2Plog [tan( > )}/ x fP(x)dx

(1+ xy) log(xy) ;

+

Proof. To facilitate the development, let us set

a—1/2 _ —(a—1/2) b
_ —(g/2-1)(p-1) (xy) (xy)
F R* Y [/ * (1+ xy)log(xy) flx)dx | dy.

We have

- (xy)* /2 — (xy)~@1/2) /) (xy)* /2 — (xy)~@1/2) p-1
7= R, [/ (14 xy) log(xy) f(x)dx]y e /1 (1+xy)log(xy) fldx| 4y

_ (xy)* 12 — (xy) (12
= Jo f P v gy Osa @)y, @

where

)tx*l/Z _ —(a—1/2)

_ | —(q/2- (xy (xy)
gi(y) N ly o 1)/1 (1+ xy)log(xy)

Applying Theorem 1 to the functions f and g, we get

p—1
f(x)dx] .

[ [, SO gy
< 2log {tan (%)] [/* xP/Z—lfp(x)dx:| vr [/R* y”’/z‘lgi(y)dy} 1/‘7' 23

Let us now examine the last integral. Using g(p — 1) = p, we have

a—-1/2 _ —(a—1/2) q(p=1)
1/2-1,9 1\ d q/2-1 |, —(q/2—1) (xy) (xy) \dx d
SO Y ly feo T ogi 1) y
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a—1/2 _ —(a=1/2) b
_/* yq/2 1[ Q/Z 1)/* (xy) (Xy) f(x)dx] dy
+

(14 xy)log(xy)
= ~(g/2-1)(p~1) (xy)* 12 — (xy)~(-1/2) P
= /*er q/2-1)(p—1 [/1 (15 xy) log(xy) f(x)dx| dy
=F. on

Combining Egs. (22), (23) and (24), we obtain

F <2log [tan (%)] [/ x”/21f7’(x)dx} g,
+

This and the equality 1 —1/9 = 1/p give

FYP < 2log {tan (%)] /*

+

1/
p/2=1¢p !
x f (x)dx] .

By the definition of F, we get

p
—(q/2-1)(p—1) (xy)* 172 — (xy) 12 P loo? ATt p/2-1¢p
/iy l/i f(x)dx| dy <2Plog [tan( > )}/ix fP(x)dx

(1+xy)log(xy)
This concludes the proof of Proposition 5. [J

Similar to Proposition 2, this proposition can be used to study the continuity of various types of integral
operators depending on a single function. Its original form is primarily the result of the logarithmic factor in
the denominator of the integrand.

Following the spirit of Proposition 3, the result below offers a primitive version of Theorem 2.

Proposition 6. Let p > 1,g=p/(p—1)and « € (1/2,1). Let f,g : R — R be two functions such that
fP(x)dx < oo, / 8T(y)dy < +oo,
R* R*
and F, G : R, — R be their respective primitives, i.e., for any x,y € R,
F(x) = (Hdt, Gy) = / (t)dt.
(0,%) f Y (0y) g

Then we have

a—1/2 _ —(a—1/2)
/* " (xy) (xy) xl/p—3/2y1/q—3/2F(x)G(y)dxdy

(1+ xy)log(xy)
1
fp( )d ] " [/Rigq(y)dy}

2 1/q

<z [on ()] 7

Proof. Proceeding by identification, we can write

tX 1/2 —(a—1/2)
(xy) (xy) 1/p—3/2,1/q-3/2
/* /* (1 + xy) log(xy) * y F(x)G(y)dxdy

x]/ oc 1/2 _ (xy)f(txfl/Z)
= Lo L ey s )y, 5)

where

fa(x) =xVP32F(x),  galy) =y 1732G(y).
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Applying Theorem 2 to fA and g, yields

(xy)afl/z _ (xy)f(afl/z)
/1/1 (T +xy)loglay) 7=y

<2log [tan (%)} UR

Let us now express the two integrals of this upper bound. Using the definitions of fo and ga, and the
Hardy integral inequality, we obtain

Js

and, using p =q/(q—1),

1/ . 1/
P27 Y (x)dx] ' [ /R* v 2‘1gi(y>dy] " (26)

*
+

P
xP/2-1 {xl/P—3/2F(x)rdx = /R* xl—pFP(x)dx < (}L) - fP(x)dx, (27)
+

. x”/z_le(x)dx = /R*
+ +

1
9/2=160 (1)) dy = 9/2-1 [, 1/9-3/26 )7 4y = Lcrind
o Y gn )y - v ()] dy o (y)dy
q
_q / q _ q/ q
=< dy = dy. 28
_<q_1> Rig(y)y P Rig(y)y (28)

Combining Egs. (25), (26), (27) and (28), we get

a—1/2 _ —(a—1/2)
/* /* (xy) (xy) xl/p73/2yl/q73/2F(x)G(y)dxdy
+ VR4

(1+ xy) log(xy)
. 1/
<2log [tan (%)} {(pél)!’ Rifp(x)dx] P [pq /Rigq(y)dy]l/q
=2log {tan (%)} pp_zl { o fp(X)de/p /m gq(y)dy]l/q.

This completes the proof of Proposition 6. [

As in Proposition 3, the upper bound depends on the unweighted integral norms of f and g, and the
constant factor is set as sharp as possible.

4. Conclusion

In conclusion, this article introduces and examines two new Hardy-Hilbert-Mulholland-type integral
inequalities, each characterized by the presence of a logarithmic term in the denominator of the integrand and
governed by an adjustable parameter. Determining the optimal constant factors adds theoretical depth to the
results. Beyond the primary inequalities, several related results enrich the framework of integral inequalities
further. Proposed areas for future research include exploring analogous inequalities in discrete settings and
higher-dimensional domains, as well as different integrand structures.
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