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Abstract: We prove that if the frame S is decaying surface non-radiating, in the sense of Definition 1, then
if
(
ρ, J
)

is analytic, either ρ = 0 and J = 0, or S is non-radiating, in the sense of [1]. In particularly, by the
result there, the charge and current satisfy certain wave equations in all the frames Sv connected to S by a real
velocity vector v, with |v| < c.
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1. Introduction

T his paper is divided into two parts. In the first part, we begin in Definition 1 with the concept of
surface non-radiating, that is an all inertial frames S′, relative to the base frame S, moving with velocity

v, |v| < c, there exist real electromagnetic solutions
(
Ev, Bv

)
to Maxwell’s equations, for the transformed

charge and current
(
ρv, Jv

)
, with divv

(
Ev × Bv

)
= 0. The general strategy of the paper is to prove that this

condition implies the existence of a complex solution to Maxwell’s equations, with the Poynting vector E × B =

0. In order to achieve this, we need to consider rotations g of frames, and Lemma 2 shows that Maxwell’s
equations are both preserved for the rotated quantities

(
ρg, Jg, Eg, Bg

)
, and so is the flux, div

(
Eg × Bg

)
=

divg
(

Eg × Bg
)

. A similar result is required for the composition of boosts and rotations in Lemma 5, and we
give the representation of the Lorentz group as a product of boosts and rotations in Lemma 3. We have to
move in a triangle ABC from the base frame S. Lemma 4, using potentials, shows that the transformation
of quantities

(
ρ, J, E, B

)
, along the sides of the triangle is well defined, that is the transformation along AB

followed by BC, gives the same result as AC.
An essential component of creating triangles with boosts and rotations is the velocity composition formula

of Lemma 6, explained in [2], and, in Lemma 7, we prove that any 2 sides of a triangle AB and AC can
be completed with a third side BC, using boosts and rotations. In Definition 4, we extend the idea of real
boosts and reflections, for velocities v with |v| < c, to include complex and unbounded velocities, and prove
generalisations of real results in Lemma 8. This allows us to achieve a boost with an infinite velocity to a frame
S∞, which we define in Lemma 9. We define the stress energy tensor in Definition 5, and use it, in Lemma 10,
to show how the surface non radiating condition can be transformed into a series of equations in a base frame
S, (1). The idea of the proof is to extend the base of the triangle AB to S∞, and with the existence of a complex
electromagnetic pair

(
E∞, B∞

)
, with div∞

(
E∞ × B∞

)
= 0, (2), use Lemma 13 to obtain limit equations at C,

along the infinite parallel side BC, by taking a limit of (1). We then, in the same Lemma, transform these limit
equations back to the base frame S at A, to obtain a set of equations for

(
E, B

)
corresponding in S to

(
E∞, B∞

)
.

Lemmas 15 and 16 are concerned with solving these 40 linear equations in 40 unknowns, corresponding to
the first derivatives of the components of the stress energy tensor. We do this we do by splitting them into 2
groups and using a symmetry lemma, which we prove in Lemma 20, noting that the coefficient matrix A is
not invertible, but still obtaining that the derivatives of the Poynting vector E × B are zero. We exclude the
non-zero constant solution, by imposing a limit condition in Remark 3, which seems physically reasonable,
that the fields vanish at infinity, and summarise the result that E × B = 0, in Lemma 17. In Lemma 18, we
show that this implies E = λB, for some λ ∈ C, and ρ = 0, where the field B ̸= 0. In Lemma 19, we note that
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the surface non-radiating condition is invariant under real boosts with velocity vector v, |v| < c, reflections
and rotations.

The rest of the proof is concerned with deriving the property (2), we do this in Lemma 21, using a
polynomial approximation and 2 parallel boosts with velocities above and below c, and give a more rigorous
explanation, involving the Stone-Weierstrass Theorem, in Lemmas 22 and 23, noting in Lemma 24, that the
errors in this polynomial approximation are vanishing. We conclude, in Lemma 25, that, assuming

(
ρ, J
)

is
analytic, the surface non-radiating condition implies either that ρ = 0, J = 0, or the non-radiating condition,
developed in [1]. In the second part, we are concerned with some thermodynamic arguments. We define a
reversed process in Definition 6, noting, in Lemma 26 that the reversed process satisfies Maxwell’s equation
and reverses the flux. We give the classical definition of non radiation in Definition 7, explored extensively in
[3], and use Lemmas 27, 28 to conclude in Lemma 29, that, in thermal equilibrium, classically non-radiating
systems satisfy the surface non-radiating condition, explored in the first part. We make the point, in Remark
4, that atomic systems can reasonably be thought of as classically non-radiating and in thermal equilibrium.

Definition 1. Using notation as in the paper [1], we say that S is decaying surface non-radiating, for a given
smooth real pair

(
ρ, J
)

satisfying the continuity equation if:

1. S is surface non-radiating with respect to
(
ρ, J
)

that is there exist solutions
(
Ev, Bv

)
to Maxwell’s

equations for the transformed current and charge
(
ρv, Jv

)
in the frames Sv, connected to S by a real

velocity vector v, with |v| < c, such that divSv

(
Ev × Bv

)
= 0.

2. The solutions
(
Ev, Bv

)
decay at infinity in the frames Sv, that is for coordinates (x, y, z, t) in Sv, for given

t ∈ R>0, we have that lim|x|→∞E (x, t) = lim|x|→∞B (x, t) = 0

Definition 2. We let C1 (R3,R>0
)

denote the continuously differentiable functions f in the variables (x, y, z, t).
We let x0 = t, x1 = x, x2 = y and x3 = z. Given g ∈ O (3), which defines a coordinate transformation
(x′, y′, z′) = g (x, y, z), and f ∈ C1 (R3,R>0

)
, we define f g by;

f g (x′0, x′1, x′2, x′3
)
= f (x0, x1, x2, x3) ,

where x′0 = x0 and g (x1, x2, x3) =
(

x′1, x′2, x′3
)
. Define;

∂ f g

∂x′0
|x′ =

∂ f
∂x0

|x ,

∂ f g

∂x′i
|x′ = (D f ) |x �

(
g−1

)
∗

ei, for 1 ≤ i ≤ 3.

We observe, using the matrix representations gij and
(

g−1)
ij, with 1 ≤ i, j ≤ 3, for g and g−1 respectively,

and the fact that g∗ = g−1, that
(

g−1)
ji = gij. It follows;

∂ f g

∂x′i
|x′ =

3

∑
j=1

(
g−1

)
ji

∂ f
∂xj

|x =
3

∑
j=1

gij
∂ f
∂xj

|x (1)

Given a vector field F, with components ( f1, f2, f3), we define Fg with components
(

f ′1, f ′2, f ′3
)

by;

f ′i =
3

∑
j=1

gij f g
j , for 1 ≤ i ≤ 3 .

We adopt the convention that if {g1, g2} ⊂ O (3), then;

f g1g2 = ( f g2)g1 , Fg1g2 =
(

Fg2
)g1

.

Lemma 1. Given g ∈ O (3), f ∈ C1 (R3,R>0
)

and vector fields {F, H}, we have that;

(i) ∂Fg

∂t′ =
(

∂F
∂t

)g
,

(ii) ▽′ ( f g) = (▽ ( f ))g,
(iii) ▽′ � Fg

=
(
▽ � F

)g,
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(iv) ▽′ × Fg
= sign (g)

(
▽× F

)g,
(v)

(
Fg × Hg

)
= sign (g)

(
F × H

)g,

where sign (g) = det (g) and can take values 1 or −1, as g ∈ O (3).

Proof. For the first part, using components ( f1, f2, f3) for F, we have, for 1 ≤ i ≤ 3, that;(
∂Fg

∂t′

)
i

∣∣∣∣∣
x′
=

∂

∂t′

(
3

∑
j=1

gij f g
j

)∣∣∣∣∣
x′
=

3

∑
j=1

gij
∂ f g

j

∂t′

∣∣∣∣∣
x′
=

3

∑
j=1

gij
∂ f j

∂t

∣∣∣∣∣
x

=
3

∑
j=1

gij

(
∂ f j

∂t

)g
∣∣∣∣∣
x′
=

(
∂F
∂t

)g

i

∣∣∣∣∣
x′

.

For the second part, we have, using the observation (1) in Definition 2 that;

▽′ ( f g)i
∣∣
x′ =

∂ f g

∂x′i

∣∣∣∣
x′
=

3

∑
j=1

gij
∂ f
∂xj

∣∣∣∣∣
x

=
3

∑
j=1

gij ▽ ( f )j

∣∣∣∣∣
x

= (▽ ( f ))g
i

∣∣∣
x′

.

For the third part, we have that;

▽′ � Fg
∣∣∣
x′

=
3

∑
i=1

∂
(

Fg
)

i
∂x′i

∣∣∣∣∣∣
x′

=
3

∑
i=1

∂

∂x′i

(
3

∑
j=1

gij f g
j

)∣∣∣∣∣
x′
=

3

∑
j=1

3

∑
i=1

gij
∂ f g

j

∂x′i

∣∣∣∣∣
x′

=
3

∑
j=1

3

∑
i=1

gij

3

∑
k=1

gik
∂ f j

∂xk

∣∣∣∣∣
x

=
3

∑
j=1

3

∑
i,k=1

(
g−1

)
ji

gik
∂ f j

∂xk

∣∣∣∣∣
x

=
3

∑
j=1

3

∑
k=1

δjk
∂ f j

∂xk

∣∣∣∣∣
x

=
3

∑
j=1

∂ f j

∂xj

∣∣∣∣∣
x

=
(
▽ � F

)g
∣∣∣
x′

.

For the fourth part, we let σ be the permutation of (1, 2, 3), with σ (1) = 2, σ (2) = 3 and σ (3) = 1. Then,
for 1 ≤ i ≤ 3, we have;

(
▽′ × Fg

)
i

∣∣∣
x′

=

∂
(

Fg
)

σ2(i)

∂x′
σ(i)

−
∂
(

Fg
)

σ(i)

∂x′
σ2(i)


∣∣∣∣∣∣∣
x′

=

(
∂

∂x′
σ(i)

(
3

∑
j=1

gσ2(i),j f g
j

)
− ∂

∂x′
σ2(i)

(
3

∑
j=1

gσ(i),j f g
j

))∣∣∣∣∣
x′

=

(
3

∑
j=1

gσ2(i),j

(
3

∑
k=1

gσ(i),k
∂ f j

∂xk

)
−

3

∑
j=1

gσ(i),j

(
3

∑
k=1

gσ2(i),k
∂ f j

∂xk

))∣∣∣∣∣
x

=
3

∑
j,k=1

(
gσ2(i),jgσ(i),k − gσ(i),jgσ2(i),k

) ∂ f j

∂xk

∣∣∣∣∣
x

=
3

∑
j,k=1,j ̸=k

(
gσ2(i),jgσ(i),k − gσ(i),jgσ2(i),k

) ∂ f j

∂xk

∣∣∣∣∣
x

=
3

∑
j,k=1,j ̸=k

τ (j, k) co f (g)i,jk
∂ f j

∂xk

∣∣∣∣∣
x

= sign (g)
3

∑
j,k=1,j ̸=k

τ (j, k) gi,jk
∂ f j

∂xk

∣∣∣∣∣
x

= sign (g)
3

∑
l=1

gil

(
∂ fσ2(l)

∂xσ(l)
−

∂ fσ(l)

∂xσ2(l)

)∣∣∣∣∣
x

= sign (g)
3

∑
l=1

gil
(
▽× F

)
l

∣∣∣∣∣
x

= sign (g)
(
▽× F

)g
i |x′ ,

where τ (1, 3) = τ (2, 1) = τ (3, 2) = 1 and τ (1, 2) = τ (2, 3) = τ (3, 1) = −1, jk denotes the remaining element
in the tuple (1, 2, 3), co f (g)ij is the representation of the cofactor matrix of g, and we have used the fact that
gij =

(
g−1)

ji = sign (g)
(
co f (g)∗

)
ji = sign (g) (co f (g))ij.

The proof of the fifth part is similar to the fourth, replacing the components of F with H and those of ▽
with F, using the fact that ▽′ = ▽g.

Lemma 2. Given a tuple
(
ρ, J, E, B

)
satisfying Maxwell’s equations in the rest frame S, and g ∈ O (3), then the tuple(

ρg, Jg, Eg, sign (g) Bg
)

also satisfies Maxwell’s equations, and the tuple
(

ρg, Jg
)

satisfies the continuity equation in
the rotated or reflected frame S′. Moreover;
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▽′ �
(

Eg × sign (g) Bg
)
=
(
▽ �

(
E × B

))g .

In particular;
▽′ �

(
Eg × sign (g) Bg

)
= 0 iff ▽ �

(
E × B

)
= 0.

Proof. The second claim follows immediately from the first. For the first claim, we check the conditions using
Lemma 1. We have that;

1. ▽′ � Eg
=
(
▽ � E

)g
=
(

ρ
ϵ0

)g
= ρg

ϵ0
,

2. ▽′ × Eg
= sign (g)

(
▽× E

)g
= sign (g)

(
− ∂B

∂t

)g
= − ∂(sign(g)Bg)

∂t′ ,

3. ▽′ �
(

sign (g) Bg
)
= sign (g)

(
▽ � B

)g
= 0g = 0,

4. ▽′ ×
(

sign (g) Bg
)
= sign (g) sign (g)

(
▽× B

)g
=
(

µ0 J + µ0ϵ0
∂E
∂t

)g
= µ0 Jg

+ µ0ϵ0
∂Eg

∂t′ .

For the penultimate claim, using Lemma 1 again, we have that;

▽′ �
(

Eg × sign (g) Bg
)
= ▽′ �

(
sign (g) sign (g)

(
E × B

)g
)
= ▽′ �

(
E × B

)g
=
(
▽ �

(
E × B

))g .

The final claim follows immediately from the penultimate claim, applied to the transformations g and g−1.

Lemma 3. Let g ∈ O (3), and let v define a boost, with matrices Rg and Bv respectively in the Lorentz group, then;

RgBv = Bg(v)Rg.

Moreover, the representation is unique, in the sense that if;

RgBv = RhBw,

for {g, h} ⊂ O (3), and {v, w} velocities defining boosts, then g = h and v = w.

Proof. We first prove this as a footnote in the case when v = ve1, (1). For the general case, let v be an arbitrary
velocity, and choose g ∈ SO (3) with v = g (ve1). By the result proved in the footnote, we have that

BvRg = RgBve1 . (2)

Now let h ∈ O (3), then, using (2);
RhBv = RhRgBve1 R−1

g , (3)

1 Bve1 is given in coordinates by;
(

Bve1

)
00 = (Bv)11 = γ (v);

(
Bve1

)
22 = (Bv)33 = 1;

(
Bve1

)
10 = (Bv)01 = − vγ(v)

c ;
(

Bve1

)
ij = 0

otherwise, 0 ≤ i ≤ j ≤ 3 and Rg is given in coordinates by;
(

Rg
)

00 = 1;
(

Rg
)

ij = gij, 1 ≤ i ≤ j ≤ 3;
(

Rg
)

ij = 0 otherwise,

0 ≤ i ≤ j ≤ 3 where;
3
∑

i=1
g2

ij = 1, for 1 ≤ j ≤ 3;
3
∑

i=1
gijgik = 0, for 1 ≤ j, k ≤ 3, j ̸= k (∗) so that;

(
RgBve1

)
00 = γ;

(
RgBve1

)
01 = − vγ

c ;(
RgBve1

)
02 =

(
RgBv

)
03 = 0;

(
RgBve1

)
i0 = − vγgi1

c , for 1 ≤ i ≤ 3;
(

RgBve1

)
i1 = γgi1, for 1 ≤ i ≤ 3

(
RgBve1

)
ij = gij, for

1 ≤ i ≤ 3, 2 ≤ j ≤ 3. Using the formula in [4] for a general boost with velocity w, using (∗), we can compute B−1
g(ve1)

= B−vg(e1)
, to

obtain;
(

B−vg(e1)

)
00

= γ;
(

B−vg(e1)

)
0i

= γv
c gi1

3
∑

k=1
g2

k1 = γv
c gi1, 1 ≤ i ≤ 3;

(
B−vg(e1)

)
i0

= γv
c gi1, 1 ≤ i ≤ 3;

(
B−vg(e1)

)
ii
=

(γ − 1) g2
i1 + 1, 1 ≤ i ≤ 3;

(
B−vg(e1)

)
21

=
(

B−vg(e1)

)
12

= (γ − 1) g11g21;
(

B−vg(e1)

)
31

=
(

B−vg(e1)

)
13

= (γ − 1) g11g31;(
B−vg(e1)

)
32

=
(

B−vg(e1)

)
23

= (γ − 1) g21g31. Finally, using (∗) and the identity γ2
(

1 − v2

c2

)
= 1, we compute B−vg(e1)

RgBve1

in coordinates, to obtain;
(

B−vg(e1)
RgBve1

)
00

= γ2 − v2γ2

c2

(
3
∑

k=1
g2

k1

)
= 1;

(
B−vg(e1)

RgBve1

)
01

= − vγ2

c + vγ2

c

(
3
∑

k=1
g2

k1

)
=

0;
(

B−vg(e1)
RgBve1

)
0j

= γv
c

(
3
∑

k=1
gk1gkj

)
= 0 (2 ≤ j ≤ 3);

(
B−vg(e1)

RgBve1

)
i0

= gi1

(
γ2v

c − γv
c − (γ−1)γv

c

)
= 0 (1 ≤ i ≤ 3);(

B−vg(e1)
RgBve1

)
i1

= gi1

(
γ (γ − 1) + γ − γ2v2

c2

)
= gi1, (1 ≤ i ≤ 3);

(
B−vg(e1)

RgBve1

)
ij

= (γ − 1) gi1

(
3
∑

k=1
gk1gkj

)
+ gij = gij;

(1 ≤ i ≤ 3, 2 ≤ j ≤ 3) as required
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and the claim that RhBv = Bh(v)Rh is equivalent, by (3), to;

RhRgBve1 R−1
g = Bh(v)Rh or RgBve1 R−1

g = R−1
h Bh(v)Rh . (4)

We have that h (v) = hg (ve1) and hg ∈ O (3), so it is sufficient, from (4) to prove that;

RgBve1 R−1
g = R−1

h Bhg(ve1)
Rh or Bve1 = R−1

g R−1
h Bhg(ve1)

RhRg = R−1
hg Bhg(ve1)

Rhg . (5)

Clearly, the claim (5) or equivalently, RhgBve1 = Bhg(ve1)
Rhg follows from the proof in the footnote, as required.

The second claim is noted in [2], and is straightforward to prove. We have that;

R−1
h Rg = Rh−1g = BwB−1

v = BwB−v.

The following formula is given in [2] for the boost matrix Bw;

Bw = I +
γwbw

c
+

γ2
wb2

w
c2 (γw + 1)

,

where, (2);

(bw)0j = (bw)j0 = −wj for 1 ≤ j ≤ 3,

(bw)ij = 0 otherwise (0 ≤ i, j ≤ 3) .

It follows that;

BwB−v =

(
I +

γwbw

c
+

γ2
wb2

w
c2 (γw + 1)

)(
I − γvbv

c
+

γ2
vb2

v
c2 (γv + 1)

)

=I − γvbv

c
+

γwbw

c
+

γ2
vb2

v
c2 (γv + 1)

+
γ2

wb2
w

c2 (γw + 1)
− γvγwbvbw

c2 +
γ2

vγwb2
vbw

c3 (γv + 1)

−
γ2

wγvb2
wbv

c3 (γw + 1)
+

γ2
wγ2

vb2
wb2

v
c4 (γw + 1) (γv + 1)

.

Using the fact that we must have;(
Rh−1g

)
00

= (BwB−v)00 = 1 and
(

Rh−1g

)
0j
= (BwB−v)0j = 0, (1 ≤ j ≤ 3) ,

we obtain the equations;

γ2
vv2

c2 (γv + 1)
+

γ2
wv2

c2 (γw + 1)
− γvγwv � w

c2 +
γ2

vγ2
wv2w2

c4 (γv + 1) (γw + 1)
= 0 , (6)

and
γwwj

c
−

γvvj

c
= 0 (1 ≤ j ≤ 3) . (7)

It follows from (7) that;

v2 =
γ2

ww2

γ2
v

and v � w =
γww2

γv
,

and, substituting into (6), using the relation γ2
ww2

c2 = γ2
w − 1, we obtain that γw = γv, so that, from (7), w = v as

required.

2 Ungar’s definition of bw differs by a minus sign, as he relates unprimed to primed coordinates in the definition of the boost matrix,
which seems to go slightly against the usual convention. We have also changed his formula slightly for the case when x0 = tc, rather
than x0 = t.
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Definition 3. Let g ∈ O (3) be a rotation or reflection, then, as in Definition 2, if f ∈ C1 (R3,R>0
)
, we let f g

be defined by;
f g (t′, x′, y′, z′

)
= f (t, x, y, z) ,

where t′ = t and (x′, y′, z′) = g (x, y, z). For a vector field V with components (v1, v2, v3), we let Vg be defined
by
(
v′1, v′2, v′3

)
where;

v′i = ∑
1≤j≤3

gijv
g
j , (1 ≤ i ≤ 3) ,

and
(

gij
)

1≤i,j≤3 is the matrix representation of g. For a four vector W with components (w0, w1, w2, w3), we,

similarly, let Wg be defined by
(
w′

0, w′
1, w′

2, w′
3
)
, where;

w′
0 = wg

0 , w′
i = ∑

1≤j≤3
gijw

g
j , and (1 ≤ i ≤ 3) .

We introduce rotated frames S′ relative to a fixed frame S, with coordinates (t′, x′, y′, z′) linked to the
coordinates (t, x, y, z) in S, by the relations;

t′ = t, and
(
x′, y′, z′

)
= g (x, y, z) ,

where g ∈ O (3). We define the Lorentz group as generated by boosts in a given direction v and by rotations
defined by g ∈ SO (3). By the augmented Lorentz group, we mean the group generated by boosts and elements
g ∈ O (3). It is shown in [2] that the composition of boosts is equivalent to a boost followed or preceded by a
rotation, the so called Thomas rotation. It follows that any element L of the (augmented) Lorentz group can be
written (uniquely) as L = RgBv = Bg(v)Rg, where g ∈ SO (3) (or g ∈ O (3)).

Lemma 4. Given potentials
(
V, A

)
in the rest frame S, satisfying the relations;

E = −
(
▽ (V)− ∂A

∂t

)
,

B = ▽× A , (8)

for electric and magnetic fields {E, B}, the four vector
(

V
c , A

)
transforms covariantly with respect to elements of the

Lorentz group, augmented by O (3), when the transformation rules are given by;(
V′

c
, A′
)
=

(
V
c

, A
)g

,

when g ∈ O (3) is a rotation or a reflection, and by;(
V′

c
, A′
)
=

(
γ

(
V
c
−

< v, A|| >

c

)
, γ

(
A|| −

V
c2 v
)
+ A⊥

)
,

when v defines a boost, see [4]. Let the frame S′ be defined relative to the base frame S by an element τ of the Lorentz
group, which is either a reflection, rotation or a boost. Let

(
E′, B′) be defined by;

(
E′, B′)

=
(

Eτ , sign (τ) Bτ
)

,

when τ ∈ O (3) is a rotation or a reflection, and by;(
E′, B′)

=

(
E|| + γ

(
E⊥ + v × B

)
, B|| + γ

(
B⊥ − v

c2 × E
))

,

when τ defines a boost with velocity v, see [4]. Then with the transformed vector
(

V′
c , A′), we still have that;

E′
= −

(
▽′ (V′)− ∂A′

∂t′

)
,
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B′
= ▽′ × A′ . (9)

There exists a well defined transformation of
(
E, B

)
for an arbitrary element τ of the Lorentz group, augmented by

orthogonal transformations. Moreover, if τ is represented by two distinct products of boosts, rotations and reflections,
then the transformation of

(
E, B

)
coincides with the two transformations obtained by iteration in these representations.

Proof. The fact that the
(

V
c , A

)
transforms covariantly with respect to Lorentz boosts is noted in [4],

alternatively it can be shown by writing the transformation rule in matrix form and comparing it with the
corresponding Lorentz matrix, the details are left to the reader. For rotations or reflections, the result is
immediate from the definition. To check the second claim in the case of a rotation or reflection τ ∈ O (3),
we have, using the definitions in the statement of the Lemma, Definition 2 and Lemma 1, that;

−
(
▽′ (V′)+ ∂A′

∂t′

)
= −

(
(▽ (V))τ +

(
∂A
∂t

)τ)
=

(
−
(
▽ (V) +

∂A
∂t

))τ

= Eτ
= E′ ,

and, similarly;
▽′ × A′

= sign (τ)
(
▽× A

)τ
= sign (τ) Bτ

= B′ .

We check the second claim in the case of a boost when v = ve1. We have, using the transformation rules
above, the transformation rules for derivatives, see [4], with components {(a1, a2, a3) ,

(
a′1, a′2, a′3

)
} for {A, A′}

respectively, that;

(
a′1, a′2, a′3

)
=

(
γa1 −

γvV
c2 , a2, a3

)
, V′ = γV −γva1 , ▽′ =

(
γ

(
∂

∂x
+

v
c2

∂

∂t
,

∂

∂y
,

∂

∂z

))
,

∂

∂t′
= γ

(
∂

∂t
+ v

∂

∂x

)
.

Using (8) from the statement of the Lemma, with components {(e1, e2, e3) , (b1, b2, b3)} for {E, B} respectively,
we have;

(e1, e2, e3) =

(
−∂a1

∂t
− ∂V

∂x
,−∂a2

∂t
− ∂V

∂y
,−∂a3

∂t
− ∂V

∂z

)
, (b1, b2, b3) =

(
∂a3

∂y
− ∂a2

∂z
,

∂a1

∂z
− ∂a3

∂x
,

∂a2

∂x
− ∂a1

∂y

)
.

We then compute:(
−∂A′

∂t′
−▽′ (V′))

1

= −γ

(
∂

∂t
+ v

∂

∂x

)(
γa1 −

γvV
c2

)
− γ

(
∂

∂x
+

v
c2

∂

∂t

)
(γV − γva1)

= −γ2 ∂a1

∂t
+

γ2v
c2

∂V
∂t

− γ2v
∂a1

∂x
+

γ2v2

c2
∂V
∂x

− γ2 ∂V
∂x

− γ2v
c2

∂V
∂t

+ γ2v
∂a1

∂x
+

γ2v2

c2
∂a1

∂t

= −∂V
∂x

− γ2 ∂a1

∂t
+

γ2v2

c2
∂a1

∂t
= −∂V

∂x
− ∂a1

∂t
= e1 ,

(
−∂A′

∂t′
−▽′ (V′))

2

= −γ

(
∂

∂t
+ v

∂

∂x

)
a2 −

∂

∂y
(γV − γva1) = −γ

∂a2

∂t
− γv

∂a2

∂x
− γ

∂V
∂y

+ γv
∂a1

∂y

= γe2 + γv
(

∂a1

∂y
− ∂a2

∂x

)
= γe2 − γvb3 ,

and(
−∂A′

∂t′
−▽′ (V′))

3

= −γ

(
∂

∂t
+ v

∂

∂x

)
a3 −

∂

∂z
(γV − γva1) = −γ

∂a3

∂t
− γv

∂a3

∂x
− γ

∂V
∂z

+ γv
∂a1

∂z

= γe3 + γv
(

∂a1

∂z
− ∂a3

∂x

)
= γe3 + γvb2 ,

so that;

−∂A′

∂t′
−▽′ (V′) = (e1, γe2 − γvb3, γe3 + γvb2) = E′ ,
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as required. Similarly; (
▽′ × A′)

1
=

∂a3

∂y
− ∂a2

∂z
= b1 ,

(
▽′ × A′)

2
=

∂

∂z

(
γa1 −

γvV
c2

)
− γ

(
∂

∂x
+

v
c2

∂

∂t

)
a3 = γb2 −

γv
c2

(
∂V
∂z

+
∂a3

∂t

)
= γb2 +

γve3

c2 ,

and (
▽′ × A′)

3
= γ

(
∂

∂x
+

v
c2

∂

∂t

)
a2 −

∂

∂y

(
γa1 −

γvV
c2

)
= γb3 +

γv
c2

(
∂a2

∂t
+

∂V
∂y

)
= γb3 −

γve2

c2 ,

so that;
▽′ × A′

=
(

b1, γb2 +
γve3

c2 , γb3 −
γve2

c2

)
= B′ ,

as required. In the general case of a boost defined by a velocity vector v, we can find g ∈ SO (3), with
v = g (ve1). Then, by Lemma 3, we have that;

Bv = RgBve1 R−1
g = RgBve1 Rg−1 .

By the two cases checked so far, we then have that the property (9), in the statement of the Lemma, holds
by iteration. If τ is an arbitrary element of the Lorentz group, it can be written uniquely as the product of
a boost and a rotation or a reflection. By iteration, we can then define a transformation

(
Eτ , Bτ

)
, of

(
E, B

)
.

If τ is represented by two distict products, then by the covariant property of the potential
(

V
c , A

)
, the two

transformations,
(

V1
c , A1

)
and

(
V2
c , A2

)
, obtained by iteration in the representations, coincide. In particularly,

we have that V1 = V2 and A1 = A2. Again, iterating the relation (9), we must have that;

E1 = −
(
▽′ (V1) +

∂A1

∂t′

)
= −

(
▽′ (V2) +

∂A2

∂t′

)
= E2 ,

and
B1 = ▽′ × A1 = ▽′ × A2 = B2 ,

where ▽′ and ∂
∂t′ are differential operators in the new frame S′ and {E1, E2, B1, B2} are again obtained by

iteration in the representations.

Lemma 5. Let
(
ρ, J, E, B

)
be a solution to Maxwell’s equations in the rest frame S, let g ∈ O (3), and let(

ρg, Jg, Eg, sign (g) Bg
)

in S′ be as given in Lemma 2. Let v be a velocity, with corresponding image w = g (v).

Let S′′ and S′′′ be the frames defined by v and w, relative to S and S′ respectively. Then, if
(

ρ′′, J′′, E′′, B′′) is the

solution to Maxwell’s equations, corresponding to
(
ρ, J, E, B

)
in S′′ and

(
ρ′′′, J′′′, E′′′, B′′′) is the solution to Maxwell’s

equations, corresponding to
(

ρg, Jg, Eg, sign (g) Bg
)

, in S′′′, then;

[▽′′ �
(

E′′ × B′′)
]g = ▽′′′ �

(
E′′′ × B′′′) .

In particular, we have that;
▽′′ �

(
E′′ × B′′)

= 0 iff ▽′′′ �
(

E′′′ × B′′′)
= 0 .

Proof. The final claim follows immediately from the first. By Lemma 3, we have that BwRg = RgBv, and by
Lemma 4, we have that E′′′

= E′′g, B′′′
= sign (g) B′′g. Then a straightforward calculation, using Lemma 1

shows that;

▽′′′ �
(

E′′′ × B′′′)
= ▽′′′ �

(
E′′g × sign (g) B′′g)

= ▽′′′ �
(

E′′ × B′′)g
=
[
▽′′ �

(
E′′ × B′′)]g

.
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Lemma 6. Let the frame S′ move with velocity u relative to S, and let the frame S′′ move with velocity v relative to S′,
then the velocity of S′′ computed in S is given by;

u ∗ v =
u + v

1 + u�v
c2

+
γu

c2 (γu + 1)
u × (u × v)

1 + u�v
c2

.

Moreover, there exists g ∈ SO (3) defining a rotation Rg, such that;

BvBu = RgBu∗v = Bv∗uRg,

where Rg (u ∗ v) = v ∗ u and the velocity of S computed in S′′ is − (v ∗ u).

Proof. The first formula is given in [2]. We use the original formula there for the boost matrix;

Bu = I + γub +
γ2

u
γu + 1

b2 ,

as it is unnecessary to introduce the variable x0 = ct, but see the footnote in Lemma 3. The frame S moves
with velocity −u relative to S′ and, using primed coordinates for S, and unprimed for S′, we have, using the
matrix B−u to relate the two frames, that;

dt′ = γudt + c−2γuu1dx1 + c−2γuu2dx2 + c−2γuu3dx3,

dx′1 = γuu1dt +

(
1 +

γ2
uu2

1
c2 (γu + 1)

)
dx1 +

γ2
uu1u2

c2 (γu + 1)
dx2 +

γ2
uu1u3

c2 (γu + 1)
dx3,

dx′2 = γuu2dt +
γ2

uu1u2

c2 (γu + 1)
dx1 +

(
1 +

γ2
uu2

2
c2 (γu + 1)

)
dx2 +

γ2
uu2u3

c2 (γu + 1)
dx3,

dx′3 = γuu3dt +
γ2

uu1u3

c2 (γu + 1)
dx1 +

γ2
uu2u3

c2 (γu + 1)
dx2 +

(
1 +

γ2
uu2

3
c2 (γu + 1)

)
dx3.

Using the facts that vi =
dxi
dt , for 1 ≤ i ≤ 3, 1

γu
= 1− u2γu

c2(γu+1) and the formula u × (u × v) = u (u � v)− v (u � u),
we compute;

v′1 =
dx′1
dt′

=

γuu1dt +
(

1 + γ2
uu2

1
c2(γu+1)

)
dx1 +

γ2
uu1u2

c2(γu+1)dx2 +
γ2

uu1u3
c2(γu+1)dx3

γudt + c−2γuu1dx1 + c−2γuu2dx2 + c−2γuu3dx3

=

γuu1 +

(
1 + γ2

uu2
1

c2(γu+1)

)
v1 +

γ2
uu1u2

c2(γu+1)v2 +
γ2

uu1u3
c2(γu+1)v3

γu + c−2γuu1v1 + c−2γuu2v2 + c−2γuu3v3

=
v1 + u1

(
γu +

γ2
uu�v

c2(γu+1)

)
γu

(
1 + u�v

c2

) =

v1
γu

+ u1

(
1 + γuu�v

c2(γu+1)

)
1 + u�v

c2

=

(
1 − u2γu

c2(γu+1)

)
v1

1 + u�v
c2

+

(
1 + γuu�v

c2(γu+1)

)
u1

1 + u�v
c2

=
u1 + v1

1 + u�v
c2

+
γu
(
(u � v) u1 − u2v1

)
1 + u�v

c2

=
u1 + v1

1 + u�v
c2

+
γu (u × (u × v))1

1 + u�v
c2

,

and similarly;

v′i =
ui + vi

1 + u�v
c2

+
γu (u × (u × v))i

1 + u�v
c2

, for 2 ≤ i ≤ 3 ,
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so the result follows. The first of the second set of formulae is also given in [2], (3). We can deduce the second
formula from the first. We have that;

Bu∗vB−uB−v = Rg−1 ,

and, as this holds for any velocities {u, v}, making the substitutions −v for u and −u for v, and, using the fact
that − (v ∗ u) = −v ∗ −u, we can find h ∈ SO (3) with;

B−(v∗u)BvBu = B−v∗−uBvBu = Rh−1 ,

so that;
BvBu = Bv∗uRh−1 (10)

By the first part of Lemma 3, and using the first result, we have that;

BvBu = RgBu∗v = BRg(u∗v)Rg ,

and by the uniqueness part of Lemma 3 and (10), we have that;

Rh−1 = Rg and v ∗ u = Rg (u ∗ v) .

It then follows from (10) that;
BvBu = Bv∗uRg ,

as well. For the final claim, observe that S′ moves with velocity −v relative to S′′ and S moves with velocity
−u relative to S′. Using the first claim, we have that the velocity of S computed in the frame S′′ is −v ∗ −u =

− (v ∗ u) as required.

Remark 1. The presence of the Thomas rotation resolves the so called Mocanu paradox, explained in [5], that
the relative velocities of two frames S and S′′, connected by two successive boosts {u, v}, do not differ by a
minus sign, when computed in S and S′′ respectively. An interesting perspective on the relativistic effects of
rotations is given in [6].

Lemma 7. Given a scalar v ∈ R, with |v| < c, and a velocity u, with u < c, there exists a unique velocity w, such that;

BwBu = RgBve1 ,

where g ∈ SO (3). Moreover, if u is fixed and v → ∞, when u1 ̸= 0 and u ̸= u1e1, we have that;

w → iv (0, u2, u3) .

When, u1 ̸= 0 and u = u1e1, we have that;

w → − c2e1

u1
.

When u1 = 0;

w → v
(

1 − iu1

c
,− iu2

c
,− iu3

c

)
.

3 In fact Ungar claims that BuBv = B (u ∗ v) Rh, for some h ∈ SO (3). Remembering that the boost matrix we use in this paper, for t
coordinates, reverses the signs of u, v and u ∗ v, we obtain; B−1

u B−1
v = B−uB−v = B−(u∗v)Rh = B−1

u∗vRh, so that; BvBu = Rh−1 Bu∗v

(∗), and we can take g = h−1. This formula also holds for the boost matrices with x0 = ct coordinates, as letting Ac be
defined by; (Ac)00 = c, (Ac)ii = 1, for 1 ≤ i ≤ 3, (Ac)ij = 0, otherwise, for 0 ≤ i, j ≤ 3, we obtain from (∗) that;(

AcBv A−1
c
) (

AcBu A−1
c
)
=
(

AcRg A−1
c
) (

AcBu∗v A−1
c
)
= Rg

(
AcBu∗v A−1

c
)
, and the boost matrices in x0 = ct coordinates are given by

{AcBu A−1
c , AcBv A−1

c , AcBu∗v A−1
c }. The explicit representation of h and, therefore, g is known, and included by Ungar. The formula

is given by; Rg = Rh−1 = I − c1Ω + c2Ω2, where; (Ω)ii = 0, 1 ≤ i ≤ 3, (Ω)ij = (−1)i+j ωij, 1 ≤ i < j ≤ 3, (Ω)ij = − (Ω)ji ,

1 ≤ j < i ≤ 3, ω = u × v = (ω1, ω2, ω3), c1 = −γuγv(γu+γv+γu∗v+1)
c2(γu+1)(γv+1)(γu∗v+1)

, c2 = γ2
uγ2

v
c4(γu+1)(γv+1)(γu∗v+1)
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Proof. By Lemma 6, we have that;
BuB−ve1 = RgB−ve1∗u ,

where g ∈ SO (3), and, rearranging;

Bve1∗−uBu = B−(−ve1∗u)Bu = B−1
−ve1∗uBu = RgB−1

−ve1
= RgBve1 ,

so it is sufficient to take w = ve1 ∗ −u. The uniqueness claim is clear by the second part of Lemma 3. By the
formula in Lemma 6, we have that;

w =
ve1 − u

1 − ve1�u
c2

− γv (ve1 × (ve1 × u))

c2 (γv + 1)
(

1−ve1�u
c2

) =
ve1 − u
1 − u1v

c2

− u1v2e1 − v2u

c2
(

1 − u1v
c2

)(
1 +

√
1 − v2

c2

) .

For the first case, taking the limit as v → ∞, keeping u fixed, we obtain;

w∞ =
e1

− u1
c2

− vu1
−iu1

c

e1 +
v

−iu1
c

u = −icve1 + icve1 + icv
(

0,
u2

u1
,

u3

u1

)
= iv (0, u2, u3) .

In the second case, we obtain the finite limit;

w∞ =
e1

− u1
c2

− icve1 + icve1 = − c2e1

u1
,

and, in the final case, we obtain;

w∞ = limv→∞

ve1 − u +
v2u

c2
(

1 +
√

1 − v2

c2

)
 = ve1 +

vu

c2
(

i
c

) = v
(

1 − iu1

c
,− iu2

c
,− iu3

c

)
,

as required.

Definition 4. We extend the definition of boost matrices in Lemma 3 to include complex vectors v, with v2 ̸=
c2, where v2 = v2

1 + v2
2 + v2

3, and γv = 1√
1− v2

c2

, where we can take either square root, provided we do so

consistently in the definition. We denote the two complex boost matrices obtained from a complex vector v by
B1

v and B2
v. The fact that

(
Bi

v
)−1

=
(

Bi
−v
)
, for 1 ≤ i ≤ 2, follows easily from the real case and the fact that it

holds generically, noting that (−v)2 = v2, so we can take compatible square roots. Similarly, we extend the
definition of u ∗ v, to include complex vectors u and v, with u2 /∈ {0, c2}, v2 ̸= c2, and 1 + u�v

c2 ̸= 0, taking

u � v to be u1v1 + u2v2 + u3v3, and noting there are two possibilities, (u ∗ v)1 and (u ∗ v)2, depending on the
choice of square root in γu. We extend the orthogonal group O (3), to consist of complex transformations
Rg in the spatial coordinates with RgRt

g = Rt
gRg = I, where t denotes transpose. We denote this group by

G (3), noting that it is a group, as RgRh
(

RgRh
)t

= RgRhRt
hRt

g = RgRt
g = I, and, similarly,

(
RgRh

)t RgRh = I.
We denote by SG (3) the subgroup of G (3) consisting of complex transformations with det

(
Rg
)
= 1. We let

Can (C4) denote the set of analytic functions in the variables (x, y, z, t), and, given f ∈ Can (C4) , g ∈ G (3),
define f g by extension from the real case. Using analytic derivatives, we similarly define the transformation
Fg of a complex vector field. We extend the definition of the operator ▽ using analytic derivatives. Let the
frame Sv be connected to the base frame S by one of the boost matrices Bi

v, 1 ≤ i ≤ 2, for the complex vector
v, with v2 ̸= c2. Given a real valued tuple

(
ρ, J
)
, and a complex valued tuple

(
E, B

)
, such that

(
ρ, J, E, B

)
satisfy Maxwell’s equations in S, we extend the transformation rules, given in [4], for

(
ρ, J
)

and
(
E, B

)
. We use

the above definitions of u � v and γv, for complex vectors {u, v}, with v2 ̸= c2, and use the choice of square
root, determined by i. We can link the coordinates with the boost matrix Bi

v, and we are only interested in
the coordinates of C4 determined by the image of R3 ×R≥0, under the boost matrix. Similarly, we define the
transformation of derivatives from Sv to S, using the boost matrix

(
Bi

v
)−1, in coordinates

(
x′0, x′1, x′2, x′3

)
for the

frame Sv, by the rule ∂
∂x′i

= ∑4
j=0

((
Bi

v
)−1
)

ji
∂

∂xj
.
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Lemma 8. With the notation of Definition 4, we still have that the results of Lemmas 1, 3 and 6 hold. That is, the results
(i)− (v) of Lemma 1 hold, with analytic derivatives, the extension of the ▽ operator, and taking g ∈ G (3). Moreover,
noting g (v)2 = v2, so we can take compatible square roots;

RgBi
v = Bi

g(v)Rg, for 1 ≤ i ≤ 2 ,

when g ∈ G (3), v2 ̸= c2, and we still have uniqueness of representation, that is if;

RgBi1
v = RhBi2

w ,

for {g, h} ⊂ G (3), and {v, w}, with v2 ̸= c2 and w2 ̸= c2, then g = h, v = w and i1 = i2 in the sense of taking

compatible square roots in γv or γw. Finally, for {u, v}, with {u2, v2} ∩ {0, c2} = ∅, 1 + u�v
c2 ̸= 0 and

(
1 + u�v

c2

)2
−(

1 − u2

c2

) (
1 − v2

c2

)
̸= 0, (10), taking;

γu∗v = γv∗u = γuγv

(
1 +

u � v
c2

)
, (11)

we have that there exists gi1i2 ∈ SG (3), with;

Bi2
v Bi1

u = Rgi1 i2
Bi4
(u∗v)i3

= Bi4
(v∗u)i5

Rgi1 i2
,

and;
Rgi1 i2

(
(u ∗ v)i3

)
= (v ∗ u)i5 ,

where i3 is determined by the choice of i1, i5 is determined by the choice of i2, i4 is determined by the formula (11), and
gi1i2 is determined by the choices of i1 and i2.

Let the frames Sv and S as in the above definition, be connected by the boost matrices Bi
v and Bi

−v. Then, if
(

ρi
v, Ji

v

)
and

(
Ei

v, Bi
v

)
are the transformed quantities, we have that;

ρ =
(

ρi
v

)i

−v
, J =

(
Ji

v

)i

−v
, E =

(
Ei

v

)i

−v
, B =

(
Bi

v

)i

−v
.

Let {u, v} satisfy the conditions (10) above, with frames {S, S′, S′′, S′′′, S′′′′}, such that S′ is connected to S by Bi1
u , S′′ is

connected to S′ by Bi2
v , S′′′ is connected to S by Bi4

(u∗v)i3
, S′′′′ is connected to S by Rgi1 i2

, S′′ is connected to S′′′ by Rgi1 i2
,

S′′ is connected to S′′′′ by Bi4
(v∗u)i5

, for the appropriate choice of {i1, i2, i3, i4, i5}, then we have, for the transformations,

corresponding to the pairs
(
ρ, J
)

and
(
E, B

)
, that;

((
ρi1

u

)i2

v
,
(

Ji1
u

)i2

v

)
=

((
ρi4
(u∗v)i3

)
gi1 i2

,
(

Ji4
(u∗v)i3

)
gi1 i2

)
=

((
ρgi1 i2

)i4

(v∗u)i5

,
(

Jgi1 i2

)i4

(v∗u)i5

)
,

and ((
Ei1

u

)i2

v
,
(

Bi1
u

)i2

v

)
=

((
Ei4
(u∗v)i3

)
gi1 i2

,
(

Bi4
(u∗v)i3

)
gi1 i2

)
=

((
Egi1 i2

)i4

(v∗u)i5

,
(

Bgi1 i2

)i4

(v∗u)i5

)
.

Moreover, the transformation of derivatives from S′′ to S is independent of the path taken, in the sense that for coordinates
{x′′, y′′, z′′, t′′} in S′′;(

Bi4
(u∗v)i3

)−1 (
Rgi1 i2

)−1
(

∂

∂x′′i

)
=
(

Bi1
u

)−1 (
Bi2

v

)−1
(

∂

∂x′′i

)
=
(

Rgi1 i2

)−1
(

Bi4
(v∗u)i5

)−1 ( ∂

∂x′′i

)
.

Proof. For the first part, in (i), we use the complex linearity of the analytic derivatives. For (ii), we still have
the property

(
g−1)

ji = gij for the complex entries of g ∈ G (3), the rest follows using the chain rule for analytic
functions. For (iii), we again use the properties mentioned to prove (i) , (ii). (iv) is similar, using the definition
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of the inverse of a complex matrix A−1 = 1
det(A) (co f (A))t. (v) is similar to (iv). For the second part, the fact

that g (v)2 = v2 for g ∈ G (3) is a simple calculation using the definitions. We first prove the footnote relations;

RgBi
ve1

= Bi
g(ve1)

Rg, (1 ≤ i ≤ 2) ,

for any v ∈ C with v2 ̸= c2. These follow, using the properties of g ∈ G (3) and the fact that the identity
γ2

ve1

(
1 − v2

c2

)
= 1 holds for either choice of square root in γve1 . The rest of the proof follows similarly to

Lemma 3. We note that if v2 ̸= c2, then for a choice v ∈ C of the square root of v2, we have that
( v

v
)2

= 1.
We can then find g ∈ SG (3) with g (e1) = v

v , by taking a matrix with first column v
v , then choosing h, with

v
v � h = 0, and h2

1 + h2
2 + h2

3 = 1 as the second column, and finally taking the complex cross product v
v × h as

the third column. Interchanging the second and third columns if necessary, we can ensure det (g) = 1. Then
g (ve1) = v by linearity and v2 ̸= c2. For the uniqueness claim, we can compute Bi2

w Bi2
−v and using the definition

of G (3), obtain the same relations, including;

γwwj = γvvj, for (1 ≤ j ≤ 3) , (12)

for the appropriate choices of a square root in γv and γw. As in the proof, we conclude that γv = γw, which
from (12) implies that v = w and that we have taken compatible square roots i1 and i2. For the final part, we
note that, using the real formula for u ∗ v, the matrices {Bu, Bv, Bu∗v, Rg} depend algebraically and rationally
on the parameters {u, v, γu, γv, γu∗v}, where {u, v} are real vectors with max

(
u2, v2) < c2. It follows that the

identity;
BvBu = RgBu∗v , (13)

amounts to a set of rational algebraic identities Ri = 0, 1 ≤ i ≤ 16, involving {u, v, γu, γv, γu∗v} as well. As
noted in [2], these identities are still true when we make the substitution

γuγv

(
1 +

u � v
c2

)
, (14)

for γu∗v. We let V ⊂ C6, be the open subvariety defined by;

V = {(u, v) ∈ C6 : {u2, v2} ∩ {0, c2} = ∅, 1 +
u � v
c2 ̸= 0,

(
1 +

u � v
c2

)2
−
(

1 − u2

c2

)(
1 − v2

c2

)
̸= 0} ,

and C ⊂ V × C2 be the double cover of V defined by;

C = {(u, v, w1, w2) ∈ V × C2 : w2
1 =

1

1 − u2

c2

, w2
2 =

1

1 − v2

c2

} .

Making the substitutions w1 for γu and w2 for γv, the closed rational algebraic relations Ri (u, v, w1, w2) = 0
hold generically on C. The conditions on {u, v} are necessary to ensure the denominators in the definitions
of {Bu, Bv, Bu∗v, Rg} are non-zero on C, so, by construction the rational functions Ri have no poles. It follows
that the Ri are identically zero on C. In particular, the identity (13) holds for all complex vectors {u, v} with

{u2, v2} ∩ {0, c2} = ∅, 1+ u�v
c2 ̸= 0,

(
1 + u�v

c2

)2
−
(

1 − u2

c2

) (
1 − v2

c2

)
̸= 0, and choices of square root in {γu, γv},

(∗). We need to take γu∗v = γuγv

(
1 + u�v

c2

)
, and the coefficients {c1, c2} in gi1i2 , see the footnote in Lemma

6, must be determined by the choices in (∗). Again, formulating the property g ∈ SG (3) as a set of closed
conditions, and using the fact that they holds generically, we obtain that gi1i2 ∈ SG (3). Finally, we need to
check that the identity (14) holds up to a minus sign, for any choice of root in {γu, γv, γu∗v}, and for {u, v}
satisfying the usual conditions. This follows by verifying the identity given in [2];

(u ∗ v)2 =
(u + v)2(
1 + u�v

c2

)2 − 1
c2

(u × v)2(
1 + u�v

c2

)2 .

This is a straightforward calculation involving verifying the identities;
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u × (u × v) = (u � v)2 − u2v2, (u × v)2 = u2v2 − (u � v)2 ,

for complex vectors. Then, computing γu∗v gives the result. We thus obtain the relation;

Bi2
v Bi1

u = Rgi1 i2
Bi4
(u∗v)i3

, (15)

for some gi1i2 ∈ SG (3). For the rest of the proof, we can follow the argument in Lemma 6. Note that the
conditions in this Lemma on {u, v} are symmetric, so that making the substitutions, −v for u and −u for v,
observing the choice of root for γv∗u is admissible for γ−v∗−u or γ−(v∗u), we can use the first part of this lemma,
to conclude that there exists h ∈ SG (3) with;

Bi2
v Bi1

u = Bi6
(v∗u)i5

Rh , (16)

where i6 is determined by the formula (11) in the statement of the Lemma. Then, we can use the conjugation

result (15), applied to (10), noting that
(
(u ∗ v)i3

)2
̸= c2, by (11), to obtain;

Bi2
v Bi1

u = Bi4
gi1 i2

(
(u∗v)i3

)Rgi1 i2
.

By the uniqueness of representation, noting that
(
(v ∗ v)i5

)2
̸= c2 and

(
gi1i2

(
(u ∗ v)i3

))2
̸= c2, we conclude

that h = gi1i2 , i4 = i6, and gi1i2

(
(u ∗ v)i3

)
= (v ∗ u)i5 as required.

The next claim can be seen by following through the computation for real v, with |v| < c. For the
penultimate claim, we can use the fact that

(
ρ, J
)

transforms as a four-vector, and the components of {E, B}
transform as part of the covariant field tensor, see [3]. Then we can use the result that the identities holds
for generically independent real {u, v}, with |u| < c and |v| < c. For the last claim, we can just use the
identification of matrices in (12) of the lemma.

Lemma 9 (Limit Frames). Given a series of frames S f (s)v, where |v| = 1, connected to the base frame S by
the boost matrices B f (s)v, with lims→∞ f (s) = ∞, f smooth and positive real-valued on R>0, the boost matrix
lims→∞, f (s) ̸=cB f (s)v exists, with a given choice of square root, and defines a limit frame S∞. Given a series of

transformations
(

ρ f (s)v, J f (s)v

)
and

(
E f (s)v, B f (s)v

)
of
(
ρ, J
)

and
(
E, B

)
from the base frame S, we define the

transformation to S∞ by taking the limit as s → ∞, of the transformation rules, see [4], for the pairs
(

ρ f (s)v, J f (s)v

)
and

(
E f (s)v, B f (s)v

)
. If

(
ρ, J
)

is a real pair and
(
E, B

)
is a complex valued pair, then the limit exists at the

corresponding coordinates in S∞. Defining the transformation of derivatives from S∞ to S in the usual way by(
lims→∞, f (s) ̸=cB f (s)v

)−1
, we have that the transformation is given by lims→∞, f (s) ̸=c

((
B f (s)v

)−1
)

. In particularly,

the limit definitions are independent of the choice of f with lims→∞ f (s) = ∞.

Proof. For the first claim, using the formula for the boost matrix B f (s)v, given in Lemma 3;

B f (s)v = I +
γsb f (s)v

c
+

γ2
s b2

f (s)v

c2 (γs + 1)
,

where γs =
1√

1− f (s)2

c2

. We can compute the limit, taking a positive square root;

lim
s→∞, f (s) ̸=c

(γs + 1) = 1 + lim
s→∞, f (s) ̸=c

1√
1 − f (s)2

c2

= 1 + lim
s→∞, f (s) ̸=c

1

f (s)
√

1
f (s)

2 − 1
c2

= 1 ,

lim
s→∞, f (s) ̸=c

f (s) γs = lim
s→∞, f (s) ̸=c

f (s)√
1 − f (s)2

c2

= lim
s→∞, f (s) ̸=c

1√
1

f (s)2 − 1
c2

= −ic ,
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lim
s→∞, f (s) ̸=c

f (s)2 γ2
s = lim

s→∞, f (s) ̸=c

f (s)2

1 − f (s)2

c2

= −c2 .

It is then straightforward to see that that lim
s→∞, f (s) ̸=c

(
γsb f (s)v

c

)
ij

and lim
s→∞, f (s) ̸=c

(
γ2

s b2
f (s)v

c2(γs+1)

)
ij

exist for 0 ≤ i, j ≤ 4,

as required. For the second claim, we have that;

ρ f (s)v = γs

(
ρ − < f (s) v, J >

c2

)
, and J f (s)v = γs

(
J||,s − f (s) vρ

)
+ J⊥,s .

We have , for a vector field F and scalar ρ, that;

lim
s→∞

F||,s = lim
s→∞

< F, f (s) v > f (s) v

f (s)2 =< F, v > v = F|| ,

so that;
lim

s→∞, f (s) ̸=c
F⊥,s = F − F||,s = F⊥ ,

and

lim
s→∞, f (s) ̸=c

γsF||,s = lim
s→∞

γs
< F, f (s) v > f (s) v

f (s)2 = 0 .

As above, we have that lim
s→∞, f (s) ̸=c

γsρ = 0, and

lim
s→∞, f (s) ̸=c

γs < f (s) v, F >= lim
s→∞

γs f (s) < v, F >= −ic < v, F > ,

lim
s→∞, f (s) ̸=c

γs f (s) vρ = −icvρ ,

so that;

lim
s→∞, f (s) ̸=c

ρ f (s)v =
i
c
< v, J >, and lim

s→∞, f (s) ̸=c
J f (s)v = icvρ + J⊥ .

Similarly, we have that;

E f (s)v = E||,s + γs
(
E⊥,s + f (s) v × B

)
, and B f (s)v = B||,s + γs

(
B⊥,s −

f (s) v × E
c2

)
,

so that, using the above computations again, replacing < v, F > by v × F;

lim
s→∞, f (s) ̸=c

E f (s)v = E|| − ic
(
v × B

)
, and lim

s→∞, f (s) ̸=c
B f (s)v = B|| +

i
c
(
v × E

)
.

For the penultimate claim we have that lims→∞, f (s) ̸=cB f (s)v is invertible, which can be seen from the inverse
boost matrix, replacing v by −v, and noting the limit exists again. Then, we can use the formula for the inverse
of a matrix, and elementary properties of limits. The last claim is clear from the above calculation.

Definition 5. In the context of special relativity, we choose coordinates x0 = ct, x1 = x, x2 = y, x3 = z. We
have the coordinate relationship for the Lorentz transformation;

x0′ = γ
(

x0 − vx1

c

)
,

x1′ = γ
(

x1 − vx0

c

)
,

x2′ = x2,

x3′ = x3,

where v is the velocity of a boost in the x-direction, and γ = 1√
1− v2

c2

.
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We can encode the transformation with the Lorentz matrix given by Λ, which is defined by;(
Λ
)

00 =
(
Λ
)

11 = γ ,(
Λ
)

01 =
(
Λ
)

10 = −γβ ,(
Λ
)

22 =
(
Λ
)

33 = 1 ,(
Λ
)

ij = 0, otherwise, for 0 ≤ i, j ≤ 3 ,

where β = v
c . We let;

σ =
ϵ0

2

(
e2 + c2b2

)
,

where e = |E|, b = |B|, and {E, B} are electric and magnetic fields, satisfying Maxwell’s equations, in the rest
frame. We let;

g = (g1, g2, g3) = ϵ0
(
E × B

)
.

For 1 ≤ i, j ≤ 3, we let;

pij = −ϵ0

(
eiej + c2bibj −

1
2

δij

(
e2 + c2b2

))
,

be Maxwell’s stress tensor, where E = (e1, e2, e3) and B = (b1, b2, b3). The stress energy tensor is given by M,
defined by; (

M
)

00 = σ ,(
M
)

i0 = cgi, for 1 ≤ i ≤ 3 ,(
M
)

0j = cgj, for 1 ≤ j ≤ 3 ,(
M
)

ij = pij, for 1 ≤ i, j ≤ 3 .

It transforms between inertial frames, using the summation rule, see [7];(
M′)

i′ j′
=
(
Λ
)

ii′
(
Λ
)

jj′
(

M
)

ij .

Lemma 10. Suppose that
(
ρ, J
)

satisfies the continuity equation and is surface non-radiating in the sense of Definition

2.8 of [1], then there exist 3 real families of electric and magnetic fields, indexed by v ∈ R,
(

E1
v, B1

v

)
,
(

E2
v, B2

v

)
,
(

E3
v, B3

v

)
,

satisfying Maxwell’s equations in the rest frame S and the additional equations;

αv
∂σ1

v
∂x + βv

∂g1
1,v

∂x + γv
∂p1

11,v
∂x + δv

∂σ1
v

∂t + ϵv
∂g1

1,v
∂t + ξv

∂p1
11,v
∂t + ηvdiv

(
g1

v

)
+ θv

(
f 1
1,v +

∂g1
1,v

∂t

)
= 0 ,

αv
∂σ2

v
∂y + βv

∂g2
2,v

∂y + γv
∂p2

22,v
∂y + δv

∂σ2
v

∂t + ϵv
∂g2

2,v
∂t + ξv

∂p2
22,v
∂t + ηvdiv

(
g2

v
)
+ θv

(
f 2
2,v +

∂g2
2,v

∂t

)
= 0 ,

αv
∂σ3

v
∂z + βv

∂g3
3,v

∂z + γv
∂p3

33,v
∂z + δv

∂σ3
v

∂t + ϵv
∂g3

3,v
∂t + ξv

∂p3
33,v
∂t + ηvdiv

(
g3

v
)
+ θv

(
f 3
3,v +

∂g3
3,v

∂t

)
= 0 ,

(17)

where; αv = −βγ3

c , βv =
((

β2 + 1
)

γ3 − γ
)

, γv =
(

γβ
c − γ3β

c

)
, δv = −βγ3v

c3 , ϵv =
(β2+1)γ3v

c2 , ξv = −βγ3v
c3 , ηv =

γ, θv = γβ
c . Moreover, we can take a fixed pair

(
E, B

)
in the rest frame, with div

(
E × B

)
= 0, such that E = E1

0 =

E2
0 = E3

0 and B = B1
0 = B2

0 = B3
0.

Proof. Transforming between frames, and corresponding fields
(

E′, B′) in S′ and
(

E1
v, B1

v

)
in S, we have,

dropping the index v throughout the proof, that;

σ′ =
(

M′)
00

=
(
Λ
)

i0

(
Λ
)

j0

(
M
)

ij = γ2σ − γ2βcg1 − γ2βcg1 + γ2β2 p11 = γ2 (σ − 2βcg1 + β2 p11
)

,

cg′1 =
(

M′)
10

=
(
Λ
)

i1

(
Λ
)

j0

(
M
)

ij = −γ2βσ + γ2β2cg1 + γ2cg1 − γ2βp11 = γ2 (−βσ +
(

β2c + c
)

g1 − βp11
)

,

cg′2 =
(

M′)
20

=
(
Λ
)

i2

(
Λ
)

j0

(
M
)

ij = γcg2 − γβp21,

cg′3 =
(

M′)
30

=
(
Λ
)

i3

(
Λ
)

j0

(
M
)

ij = γcg3 − γβp31 .
(18)
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The condition that div′
(

E′ × B′)
= 0 in the frame S′ is equivalent to;

▽′ �
(

g′1, g′2, g′3
)
= 0 . (19)

We have the transformation rule for ▽′, given in [4];

∂

∂x′
= γ

(
∂

∂x
+

v
c2

∂

∂t

)
,

∂

∂y′
=

∂

∂y
,

∂

∂z′
=

∂

∂z
.

Applying this to (18), (19), we obtain;

γ

(
∂

∂x
+

v
c2

∂

∂t

)
g′1 +

∂g′2
∂y

+
∂g′3
∂z

=
γ

c
∂

∂x

(
γ2
(
−βσ +

(
β2c + c

)
g1 − βp11

))
+

γv
c3

∂

∂t

(
γ2
(
−βσ +

(
β2c + c

)
g1 − βp11

))
+

1
c

∂

∂y
(γcg2 − γβp21) +

1
c

∂

∂z
(γcg3 − γβp31) = 0, (20)

and, rearranging, we have that;

−βγ3

c
∂σ

∂x
+
((

β2 + 1
)

γ3 − γ
) ∂g1

∂x
+ γdiv (g) +

(
γβ

c
− γ3β

c

)
∂p11

∂x
− γβ

c
div
(
T1
)
− βγ3v

c3
∂σ

∂t

+

(
β2 + 1

)
γ3v

c2
∂g1

∂t
− βγ3v

c3
∂p11

∂t
= 0, (21)

where T is the Maxwell stress tensor. We have, see [3], that;

div
(
T1
)
+

∂g1

∂t
= − f1 ,

where f = ( f1, f2, f3) is the force applied by the fields {E1
v, B1

v} relative to the charge and current
(
ρ, J
)

in the
rest frame S.

Rearranging again, we obtain;

−βγ3

c
∂σ

∂x
+
((

β2 + 1
)

γ3 − γ
) ∂g1

∂x
+

(
γβ

c
− γ3β

c

)
∂p11

∂x
− βγ3v

c3
∂σ

∂t
+

(
β2 + 1

)
γ3v

c2
∂g1

∂t
− βγ3v

c3
∂p11

∂t

+ γdiv (g) +
γβ

c

(
f1 +

∂g1

∂t

)
= 0 (22)

By symmetry, for boosts with velocity v in the y and z directions, we obtain the relations for
(

E2
v, B2

v

)
and(

E3
v, B3

v

)
in the rest frame S;

−βγ3

c
∂σ

∂y
+
((

β2 + 1
)

γ3 − γ
) ∂g2

∂y
+

(
γβ

c
− γ3β

c

)
∂p22

∂y
− βγ3v

c3
∂σ

∂t
+

(
β2 + 1

)
γ3v

c2
∂g2

∂t

− βγ3v
c3

∂p22

∂t
+ γdiv (g) +

γβ

c

(
f2 +

∂g2

∂t

)
= 0,

and;

−βγ3

c
∂σ

∂z
+
((

β2 + 1
)

γ3 − γ
) ∂g3

∂z
+

(
γβ

c
− γ3β

c

)
∂p33

∂z
− βγ3v

c3
∂σ

∂t
+

(
β2 + 1

)
γ3v

c2
∂g3

∂t

− βγ3v
c3

∂p33

∂t
+ γdiv (g) +

γβ

c

(
f3 +

∂g3

∂t

)
= 0.

The final claim is clear by the definition of surface non-radiating.

Lemma 11. For (x0, t0) in the rest frame S, there exists, at (x0, t0) a polynomial approximation of
(

E1
v, B1

v

)
from Lemma

10, satisfying Maxwell’s equations, and the additional equations there. Moreover, the conditions are algebraic.
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Proof. Fix (x0, t0) in the rest frame S and define the vector fields
(

L1
v, M1

v

)
by;

l1
i,v = ∑0≤j+k+l+m≤1 l1

i,jklm,v (x − x0)
j (y − y0)

k (z − z0)
l (t − t0)

m ,

m1
i,v = ∑0≤j+k+l+m≤1 m1

i,jklm,v (x − x0)
j (y − y0)

k (z − z0)
l (t − t0)

m ,

for 1 ≤ i ≤ 3, where L1
v =

(
l1
1,v, l1

2,v, l1
3,v

)
, M1

v =
(

m1
1,v, m1

2,v, m1
3,v

)
and;


l1
i,jklm,v =

∂(j+k+l+m)e1
i,v

∂xj∂yk∂zl ∂tm |(x0,t0) ,

m1
i,jklm,v =

∂(j+k+l+m)b1
i,v

∂xj∂yk∂zl∂tm |(x0,t0) .

Then, for v ∈ R, at (x0, t0),
(

L1
v, M1

v

)
satisfy Maxwell’s equations, see the proof in [4], and the first equation

(17) in Lemma 10. The satisfaction of the four Maxwell’s equations at (x0, t0), defines 8 linear conditions on
the 30 coefficients l1

i,jklm,v and m1
i,jklm,v given by;

l1
1,1000,v + l1

2,0100,v + l1
3,0010,v −

ρ (x0, t0)

ϵ0
= 0 ,

l1
3,0100,v − l1

2,0010,v + m1
1,0001,v = 0 ,

l1
3,1000,v − l1

1,0010,v + m1
2,0001,v = 0 ,

l1
2,1000,v − l1

1,0100,v + m1
3,0001,v = 0 ,

m1
1,1000,v + m1

2,0100,v + m1
3,0010,v = 0 ,

m1
3,0100,v − m1

2,0010,v − µ0ϵ0l1
1,0001,v − µ0 j1 (x0, t0) = 0 ,

m1
3,1000,v − m1

1,0010,v − µ0ϵ0l1
2,0001,v − µ0 j2 (x0, t0) = 0 ,

(iv)m1
2,1000,v − m1

1,0100,v − µ0ϵ0l1
3,0001,v − µ0 j3 (x0, t0) = 0 ,

where J = (j1, j2, j3). For the first equation (17) in Lemma 10, a simple computation using the product rule and
the formula given in [3];

f
1
v = ρE1

v + J × B1
v ,

we obtain that;

αv
∂σ1

v
∂x = ϵ0αv

(
l1
1,0000,vl1

1,1000,v + l1
2,0000,vl1

2,1000,v + l1
3,0000,vl1

3,1000,v + c2m1
1,0000,vm1

1,1000,v

+c2m1
2,0000,vm1

2,1000,v + c2m1
3,0000,vm1

3,1000,v

)
,

βv
∂g1

1,v
∂x = ϵ0βv

(
l1
2,1000,vm1

3,0000,v + l1
2,0000,vm1

3,1000,v − l1
3,1000,vm1

2,0000,v − l1
3,0000,vm1

2,1000,v

)
,

γv
∂p1

11,v
∂x = −ϵ0γv

(
l1
1,0000,vl1

1,1000,v + c2m1
1,0000,vm1

1,1000,v − l1
2,0000,vl1

2,1000,v − l1
3,0000,vl1

3,1000,v

−c2m1
2,0000,vm1

2,1000,v − c2m1
3,0000,vm1

3,1000,v

)
,

δv
∂σ1

v
∂t = ϵ0δv

(
l1
1,0000,vl1

1,0001,v + l1
2,0000,vl1

2,0001,v + l1
3,0000,vl1

3,0001,v + c2m1
1,0000,vm1

1,0001,v

+c2m1
2,0000,vm1

2,0001,v + c2m1
3,0000,vm1

3,0001,v

)
,

ϵv
∂g1

1,v
∂t = ϵ0ϵv

(
l1
2,0001,vm1

3,0000,v + l1
2,0000,vm1

3,0001,v − l1
3,0001,vm1

2,0000,v − l1
3,0000,vm1

2,0001,v

)
,

ξv
∂p1

11,v
∂t = −ϵ0ξv

(
l1
1,0000,vl1

1,0001,v + c2m1
1,0000,vm1

1,0001,v − l1
2,0000,vl1

2,0001,v − l1
3,0000,vl1

3,0001,v

−c2m1
2,0000,vm1

2,0001,v − c2m1
3,0000,vm1

3,0001,v

)
,

ηvdiv
(

g1
v

)
= ϵ0ηv

(
l1
2,1000,vm1

3,0000,v + l1
2,0000,vm1

3,1000,v − l1
3,1000,vm1

2,0000,v − l1
3,0000,vm1

2,1000,v

+l1
3,0100,vm1

1,0000,v + l1
3,0000,vm1

1,0100,v − l1
1,0100,vm1

3,0000,v − l1
1,0000,vm1

3,0100,v + l1
1,0010,vm1

2,0000,v

+l1
1,0000,vm1

2,0010,v − l1
2,0010,vm1

1,0000,v − l1
2,0000,vm1

1,0010,v

)
,

θv f 1
1,v = θv

(
p (x0, t0) l1

1,0000,v + j2 (x0, t0)m1
3,0000,v − j3 (x0, t0)m1

2,0000,v

)
,

θv
∂g1

1,v
∂t = ϵ0θv

(
l1
2,0001,vm1

3,0000,v + l1
2,0000,vm1

3,0001,v − l1
3,0001,vm1

2,0000,v − l1
3,0000,vm1

2,0001,v

)
.

(23)
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Combining (17) and (23) we obtain 9 conditions on the coefficients. We introduce 30 new variables
{x1

i,jklm, y1
i,jklm}, for 1 ≤ i ≤ 3 and 0 ≤ j + k + l + m ≤ 1. Substituting the variables for the corresponding

{l1
i,jklm,v, m1

i,jklm,v} in the Eqs (10), (22) and (i)− (iv), when v ∈ C \ {−c, c}, we obtain algebraic conditions.

Lemma 12 (Limit Equations). We can take a limit as v → ∞ of the equations (17) in Lemma 10, to obtain the limit
relations;

∂

∂t

(
E1

∞ × B1
∞

)
1
= − 1

ϵ0

(
∂p1

12,∞

∂y
+

∂p1
13,∞

∂z

)
,

∂

∂t

(
E2

∞ × B2
∞

)
2
= − 1

ϵ0

(
∂p2

12,∞

∂x
+

∂p2
23,∞

∂z

)
,

∂

∂t

(
E3

∞ × B3
∞

)
3
= − 1

ϵ0

(
∂p3

13,∞

∂x
+

∂p3
23,∞

∂y

)
,

for the transferred fields
(

Ei
∞, Bi

∞

)
, 1 ≤ i ≤ 3, see Lemma 9.

Proof. Observe that, taking compatible square roots;

lim
v→∞

γ = lim
v→∞

αv = lim
v→∞

βv = lim
v→∞

δv = lim
v→∞

ξv = lim
v→∞

ηv = 0 ,

lim
v→∞

γv = lim
v→∞

θv = lim
v→∞

γβ

c
= lim

v→∞

v

c2
√

1 − v2

c2

=
1
c2 lim

v→∞

1√
1
v2 − 1

c2

=
1
c2

c
i
= − i

c
,

lim
v→∞

ϵv = lim
v→∞

β2vγ3

c2 = lim
v→∞

v3

c4
(

1 − v2

c2

) 3
2
=

1
c4 lim

v→∞

1(
1
v2 − 1

c2

) 3
2
=

1
c4

c3

i3
=

i
c

.

Taking the limit of the first equation in (17) of Lemma 10, we obtain;

− i
c

∂p1
11,∞

∂x
+

i
c

∂g1
1,∞

∂t
− i

c

(
f 1
1,∞ +

∂g1
1,∞

∂t

)
= 0 ,

which simplifies to;

f 1
1,∞ = −

∂p1
11,∞

∂x
. (24)

Similarly, taking limits of the second and third equations in (17) of Lemma 10, we obtain; f 2
2,∞ = − ∂p2

22,∞
∂y ,

f 3
3,∞ = − ∂p3

33,∞
∂z .

(25)

Using the definition of pii, for 1 ≤ i ≤ 3, we can rearrange (24), (25) to obtain;

f 1
1,∞ =

(
ϵ0

∂
∂x

((
e1

1,∞

)2
+ c2

(
b1

1,∞

)2
)
− ϵ0

2
∂

∂x

((
e1

∞
)2

+ c2 (b1
∞
)2
))

,

f 2
2,∞ =

(
ϵ0

∂
∂y

((
e2

2,∞

)2
+ c2

(
b2

2,∞

)2
)
− ϵ0

2
∂

∂y

((
e2

∞
)2

+ c2 (b2
∞
)2
))

,

f 3
3,∞ =

(
ϵ0

∂
∂z

((
e3

3,∞

)2
+ c2

(
b3

3,∞

)2
)
− ϵ0

2
∂
∂z

((
e3

∞
)2

+ c2 (b3
∞
)2
))

.

(26)

Using the definition of force density f , we have, see [3], the formula;

f = −1
2
▽
(

ϵ0E2 +
1

µ0
B2
)
− ϵ0

∂

∂t
(
E × B

)
+ ϵ0

((
▽ � E

)
E +

(
E �▽

)
E
)
+

1
µ0

((
▽ � B

)
B +

(
B �▽

)
B
)

,
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and, substituting for the first equation in (26), using the product rule, we obtain;

−ϵ0
∂

∂t

(
E1

∞ × B1
∞

)
1
=

∂

∂x

(
ϵ0

(
e1

1,∞

)2
+

1
µ0

(
b1

1,∞

)2
)
− ϵ0

((
▽ � E

)
E +

(
E �▽

)
E
)

1 −
1

µ0

((
▽ � B

)
B +

(
B �▽

)
B
)

1

=
∂

∂x

(
ϵ0

(
e1

1,∞

)2
+

1
µ0

(
b1

1,∞

)2
)
− ϵ0

(
∂e1

1,∞

∂x
+

∂e1
2,∞

∂y
+

∂e1
3,∞

∂z

)
e1

1,∞

− ϵ0

(
e1

1,∞
∂

∂x
+ e1

2,∞
∂

∂y
+ e1

3,∞
∂

∂z

)
e1

1,∞ − 1
µ0

(
∂b1

1,∞

∂x
+

∂b1
2,∞

∂y
+

∂b1
3,∞

∂z

)
b1

1,∞

− 1
µ0

(
b1

1,∞
∂

∂x
+ b1

2,∞
∂

∂y
+ b1

3,∞
∂

∂z

)
b1

1,∞

=− ϵ0

∂
(

e1
1,∞e1

2,∞

)
∂y

+
∂
(

e1
1,∞e1

3,∞

)
∂z

− 1
µ0

∂
(

b1
1,∞b1

2,∞

)
∂y

+
∂
(

b1
1,∞b1

3,∞

)
∂z

 ,

and, rearranging;

∂

∂t

(
E1

∞ × B1
∞

)
1
=

∂
(

e1
1,∞e1

2,∞ + c2b1
1,∞b1

2,∞

)
∂y

+
∂
(

e1
1,∞e1

3,∞ + c2b1
1,∞b1

3,∞

)
∂z

 . (27)

Similarly, substituting into the second and third equations of (26), we obtain;
∂
∂t

(
E2

∞ × B2
∞

)
2
=

(
∂(e2

1,∞e2
2,∞+c2b2

1,∞b2
2,∞)

∂x +
∂(e2

2,∞e2
3,∞+c2b2

2,∞b2
3,∞)

∂z

)
,

∂
∂t

(
E3

∞ × B3
∞

)
3
=

(
∂(e3

1,∞e3
3,∞+c2b3

1,∞b3
3,∞)

∂x +
∂(e3

2,∞e3
3,∞+c2b3

2,∞b3
3,∞)

∂y

)
.

(28)

Using the definition of the stress tensor, we can write this as;

∂
∂t

(
E1

∞ × B1
∞

)
1
= − 1

ϵ0

(
∂p1

12,∞
∂y +

∂p1
13,∞
∂z

)
,

∂
∂t

(
E2

∞ × B2
∞

)
2
= − 1

ϵ0

(
∂p2

12,∞
∂x +

∂p2
23,∞
∂z

)
,

∂
∂t

(
E3

∞ × B3
∞

)
3
= − 1

ϵ0

(
∂p3

13,∞
∂x +

∂p3
23,∞
∂y

)
.

(29)

Lemma 13. For the construction of
(
E, B

)
in the base frame S, transferred from the limit

(
E∞, B∞

)
in the frame S∞, see

Lemmas 21,22,23 and 24, we obtain a set of equations (41), as in the proof of the Lemma, for the quantities {σ, gi, pjk},
1 ≤ i ≤ 3, 1 ≤ j ≤ k ≤ 3, valid for u real, with u1 ̸= 0, u ̸= u1e1, and with coefficients as defined in the proof of the
Lemma.

Proof. Fixing u real, with u1 ̸= 0 and u ̸= u1e1, choose g ∈ SO (3) with g (e1) =
1

(u2
2+u2

3)
1
2
(0, u2, u3), so that,

for v ∈ R, g
(

iv
(
u2

2 + u2
3
) 1

2 e1

)
= iv (0, u2, u3). By the result of Lemma 8, we have that;

Biv(0,u2,u3) = RgB
iv(u2

2+u2
3)

1
2 e1

R−1
g ,

and, by Lemma 7, there exists a unique w, with w → iv (0, u2, u3), such that;

BwBu = RhBve1 ,

where h ∈ SG (3). Let
(
Ev, Bv

)
, be fields in the frames Sv, travelling with velocity ve1 relative to S, such

that div
(
Ev × Bv

)
= 0, then, in the rotated frames Rh (Sv), we have, by Lemma 8, that div

(
Eh

v × Bh
v

)
= 0,

and this property is preserved in the limit frame Rh∞ (S∞), see Lemma 9 and Lemmas 21,22,23, 24, so that
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div
(

Eh∞
∞ × Bh∞

∞

)
= 0 as well. By the same argument, in the rotated frame, Rg−1 Rh∞ (S∞), we have that

div
(

Eg−1h∞
∞ × Bg−1h∞

∞

)
= 0. Following the same argument as above, and taking compatible square roots,

we have;

lim
v→∞

γ = lim
v→∞

αiv = lim
v→∞

βiv = lim
v→∞

δiv = lim
v→∞

ξiv = lim
v→∞

ηiv = 0 ,

lim
v→∞

γiv = lim
v→∞

θiv = lim
iv→∞

γβ

c
= lim

v→∞

iv

c2
√

1 + v2

c2

=
i

c2 lim
v→∞

1√
1
v2 +

1
c2

=
i

c2 c =
i
c

,

lim
v→∞

ϵiv = lim
v→∞

β2ivγ3

c2 = lim
v→∞

−iv3

c4
(

1 + v2

c2

) 3
2
=

−i
c4 lim

v→∞

1(
1
v2 +

1
c2

) 3
2
=

−i
c4 c3 =

−i
c

.

Taking the limit again of the first equation (17) of Lemma 10, with iv replacing v, see Lemma 12, we obtain, for
the transformed quantities in the limit frame S′, connected to Rg−1 Rh∞ (S∞) as the limit of boosts with velocity
vector iv (0, u2, u3);

i
c

∂p11,∞

∂x
− i

c
∂g1,∞

∂t
+

i
c

(
f1,∞ +

∂g1,∞

∂t

)
= 0 ,

which simplifies again to;

f1,∞ = −∂p11,∞

∂x
. (30)

Following the same argument as Lemma 12, and using Maxwell’s equations, we have;

∂

∂t
(
E∞′ × B∞′

)
1 = − 1

ϵ0

(
∂p12,∞

∂y
+

∂p13,∞

∂z

)
, (31)

for the transformed fields
(
E∞′ , B∞′

)
in S′. Let S′′ be the frame connected to S′ by the relation Rg−1 (S′′) = S′,

where Rg−1 (0, u2, u3) = we1 and w =
(
u2

2 + u2
3
) 1

2 . Let R f (e1) =
u
u , where u =

(
u2

1 + u2
2 + u2

3
) 1

2 . By the same
conjugation result, we have that;

R f Bue1 R−1
f = Bu .

Let S′′′ be the frame connected to S′′ by the relation R f (S′′′) = S′′, the derivatives on S′ transform to S′′′ by
the relations; 

∂
∂t 7→

∂
∂t ,

∂
∂y 7→

(
Rg−1 R f

)−1 (
∂

∂y

)
= R−1

f Rg

(
∂

∂y

)
,

∂
∂z 7→

(
Rg−1 R f

)−1 (
∂
∂z

)
= R−1

f Rg

(
∂
∂z

)
.

(32)

We have that; (
(0, u2, u3)

w
, u
)
=

w2

w
= w .

Let;
T = {θ : θ � ue1} = w ,

so that, as f ∈ SO (3), θ1u = w, where θ = (θ1, θ2, θ3), and R−1
f Rg (e1) = θ, with |θ| = 1. We have that

Rg (e2) = v, with v ∈ (0, u2, u3)
⊥ and |v| = 1. Observing that;(v, (u1, u2, u3)) = v1u1 ,(

v, (0,u2,u3)
w

)
= 0 .

Let;
T′ = {θ

′
: θ

′
� ue1 = v1u1, θ

′
� θ = 0} ,
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so that, again as f ∈ SO (3), θ′1u = v1u1, θ′ = v1u1
u , θ

′
� θ = 0, and R−1

f Rg (e2) = θ
′
, where θ

′
=
(
θ′1, θ′2, θ′3

)
and

|θ′| = 1. As { f , g} ⊂ SO (3) and e1 × e2 = e3, we have that R−1
h Rg (e3) = θ′′ = θ × θ′. Transforming from S′ to

S′′′, we have, using (32), that;

∂

∂t
((

E∞′ × B∞′ , e1
))

7→ ∂

∂t
((

E∞′′′ × B∞′′′ , θ
))

=
∂

∂t

(
g1

ϵ0

w
u
+

g2

ϵ0
α +

g3

ϵ0
β

)
=

w
ϵ0u

∂g1

∂t
+

α

ϵ0

∂g2

∂t
+

β

ϵ0

∂g3

∂t
, (33)

where g = (g1, g2, g3) = ϵ0
(
E∞′′ × B∞′′

)
, for the transformed fields {E∞′′′ , B∞′′′} in S′′′, and θ =

(w
u , α, β

)
.(

E∞′ , e1
)
7→
(
E∞′′′ , θ

)
,(

E∞′ , e2
)
7→
(

E∞′′′ , θ
′)

,(
E∞′ , e3

)
7→
(

E∞′′′ , θ × θ
′)

,(
E∞′ , e1

) (
E∞′ , e2

)
7→
(
E∞′′′ , θ

) (
E∞′′′ , θ

′)
=
( e1w

u
+ e2α + e3β

) ( e1v1u1

u
+ e2γ + e3δ

)
=

wv1u1

u2 e2
1 +

(wγ

u
+

v1u1α

u

)
e1e2 +

(
wδ

u
+

v1u1β

u

)
e1e3 + αγe2

2 + (αδ + βγ) e2e3 + βδe2
3 ,

where θ
′
=
( v1u1

u , γ, δ
)
, E∞′′′ = (e1, e2, e3). Using the same reasoning for B∞′ , we have that;

p12,S′ 7→ wv1u1

u2 p11 +
(wγ

u
+

v1u1α

u

)
p12 +

(
wδ

u
+

v1u1β

u

)
p13 + αγp22 + (αδ + βγ) p23 + βδp33

− ϵ0

2
wv1u1

u2
2σ

ϵ0
− ϵ0

2
αγ

2σ

ϵ0
− ϵ0

2
βδ

2σ

ϵ0

=
wv1u1

u2 p11 +
(wγ

u
+

v1u1α

u

)
p12 +

(
wδ

u
+

v1u1β

u

)
p13 + αγp22 + (αδ + βγ) p23 + βδp33 , (34)

as wv1u1
u2 + αγ + βδ = 0, where

(
pij
)

1≤i≤j≤3 are the components of the stress tensor and σ is the energy term in

S′′′. We have that;(
E∞′ , e1

) (
E∞′ , e3

)
7→
(
E∞′′′ , θ

) (
E∞′′′ , θ × θ

′)
=
( e1w

u
+ e2α + e3β

)(
e1 (αδ − βγ) + e2

(
βv1u1

u
− δw

u

)
+ e3

(γw
u

− αv1u1

u

))
=

w
u
(αδ − βγ) e2

1 +

(
w
u

(
βv1u1

u
− δw

u

)
+ α (αδ − βγ)

)
e1e2 +

(w
u

(γw
u

− αv1u1

u

)
+ β (αδ − βγ)

)
e1e3

+

(
α

(
βv1u1

u
− δw

u

))
e2

2 +

(
α
(γw

u
− αv1u1

u

)
+ β

(
βv1u1

u
− δw

u

))
e2e3 + β

(γw
u

− αv1u1

u

)
e2

3 .

Again, following the same reasoning as above;

p13,S′ 7→ w
u
(αδ − βγ) p11 +

(
w
u

(
βv1u1

u
− δw

u

)
+ α (αδ − βγ)

)
p12 +

(w
u

(γw
u

− αv1u1

u

)
+ β (αδ − βγ)

)
p13

+

(
α

(
βv1u1

u
− δw

u

))
p22 +

(
α
(γw

u
− αv1u1

u

)
+ β

(
βv1u1

u
− δw

u

))
p23 + β

(γw
u

− αv1u1

u

)
p33

− ϵ0

2
w
u
(αδ − βγ)

2σ

ϵ0
− ϵ0

2
α

(
βv1u1

u
− δw

u

)
2σ

ϵ0
− ϵ0

2
β
(γw

u
− αv1u1

u

) 2σ

ϵ0

=
w
u
(αδ − βγ) p11 +

(
w
u

(
βv1u1

u
− δw

u

)
+ α (αδ − βγ)

)
p12 +

(w
u

(γw
u

− αv1u1

u

)
+ β (αδ − βγ)

)
p13

+

(
α

(
βv1u1

u
− δw

u

))
p22 +

(
α
(γw

u
− αv1u1

u

)
+ β

(
βv1u1

u
− δw

u

))
p23 + β

(γw
u

− αv1u1

u

)
p33 ,

(35)



Open J. Math. Sci. 2022, 6, 205-247 227

as w
u (αδ − βγ) + α

(
βv1u1

u − δw
u

)
+ β

( γw
u − αv1u1

u
)
= 0. By (32), we have that;


(

∂
∂y

)
S′
7→ v1u1

u
∂

∂x + γ ∂
∂y + δ ∂

∂z ,(
∂
∂z

)
S′
7→ (αδ − βγ) ∂

∂x +
(

βv1u1
u − δw

u

)
∂

∂y +
( γw

u − αv1u1
u
)

∂
∂z .

(36)

Combining, (31), (33), (34), (35), (36), we obtain the relation in the frame S′′′;

w
ϵ0u

∂g1

∂t
+

α

ϵ0

∂g2

∂t
+

β

ϵ0

∂g3

∂t
= − 1

ϵ0

[
v1u1

u
∂

∂x
+ γ

∂

∂y
+ δ

∂

∂z

] (wv1u1

u2 p11 +
(wγ

u
+

v1u1α

u

)
p12

+

(
wδ

u
+

v1u1β

u

)
p13 + αγp22 + (αδ + βγ) p23 + βδp33

)
− 1

ϵ0

[
(αδ − βγ)

∂

∂x
+

(
βv1u1

u
− δw

u

)
∂

∂y
+
(γw

u
− αv1u1

u

) ∂

∂z

] (w
u
(αδ − βγ) p11

+

(
w
u

(
βv1u1

u
− δw

u

)
+ α (αδ − βγ)

)
p12 +

(w
u

(γw
u

− αv1u1

u

)
+ β (αδ − βγ)

)
p13

+

(
α

(
βv1u1

u
− δw

u

))
p22 +

(
α
(γw

u
− αv1u1

u

)
+ β

(
βv1u1

u
− δw

u

))
p23 +β

(γw
u

− αv1u1

u

)
p33

)
. (37)

Let S′′′′ be the frame connected to S′′′ by the relation Bue1 (S
′′′′) = S′′′. Using the formula for the boost matrix,

we have that; 

(
∂

∂x

)
S′′′

7→ γu

(
∂

∂x + u
c2

∂
∂t

)
,(

∂
∂y

)
S′′′

7→ ∂
∂y ,(

∂
∂z

)
S′′′

7→ ∂
∂z ,(

∂
∂t

)
S′′′

7→ γu

(
∂
∂t + u ∂

∂x

)
,

(38)

and, using the energy stress tensor;

(cg1)S′′′ 7→
(
− uγ2

u
c

)
σ +

(
cγ2

u +
u2γ2

u
c

)
g1 −

(
uγ2

u
c

)
p11 ,

(cg2)S′′′ 7→ γucg2 − γuu
c p21 ,

(cg3)S′′′ 7→ γucg3 − γuu
c p31 ,

(p11)S′′′ 7→ γ2
u

(
u2σ
c2 − 2ug1 + p11

)
,

(p12)S′′′ 7→ γu (−ug2 + p12) ,

(p13)S′′′ 7→ γu (−ug2 + p13) ,

(p22)S′′′ 7→ p22 ,

(p23)S′′′ 7→ p23 ,

(p33)S′′′ 7→ p33 .

(39)

Using the relations (37), (38), (39), we obtain the following relation in S′′′′;

w
ϵ0u

γu

(
∂

∂t
+ u

∂

∂x

)
1
c

((
−uγ2

u
c

)
σ +

(
cγ2

u +
u2γ2

u
c

)
g1 −

(
uγ2

u
c

)
p11

)
+

α

ϵ0u
γu

(
∂

∂t
+ u

∂

∂x

)
1
c

(
γucg2 −

γuu
c

p21

)
+

β

ϵ0u
γu

(
∂

∂t
+ u

∂

∂x

)
1
c

(
γucg3 −

γuu
c

p31

)
= − 1

ϵ0

[
v1u1γu

u

(
∂

∂x
+

u
c2

∂

∂t

)
+ γ

∂

∂y
+ δ

∂

∂z

] (
wv1u1

u2 γ2
u

(
u2σ

c2 − 2ug1 + p11

)
+
(wγ

u
+

v1u1α

u

)
γu (−ug2 + p12) +

(
wδ

u
+

v1u1β

u

)
γu (−ug2 + p13) + αγp22

+ (αδ + βγ) p23 + βδp33)−
1
ϵ0

[
(αδ − βγ) γu

(
∂

∂x
+

u
c2

∂

∂t

)
+

(
βv1u1

u
− δw

u

)
∂

∂y
+
(γw

u
− αv1u1

u

) ∂

∂z

]



Open J. Math. Sci. 2022, 6, 205-247 228

×
(

w
u
(αδ − βγ) γ2

u

(
u2σ

c2 − 2ug1 + p11

)
+

(
w
u

(
βv1u1

u
− δw

u

)
+ α (αδ − βγ)

)
γu (−ug2 + p12)

+
(w

u

(γw
u

− αv1u1

u

)
+ β (αδ − βγ)

)
γu (−ug3 + p13) +

(
α

(
βv1u1

u
− δw

u

))
p22

+

(
α
(γw

u
− αv1u1

u

)
+ β

(
βv1u1

u
− δw

u

))
p23 + β

(γw
u

− αv1u1

u

)
p33

)
. (40)

where × is multiplication. Let;

λij =
(

θiθ
′
j + θ′i θj

)
for 1 ≤ i < j ≤ 3 ,

µij =
(

θiθ
′′
j + θ′′i θj

)
for 1 ≤ i < j ≤ 3 ,

νij =
(

θ′i θ
′
j + θ′′i θ′′j

)
for 1 ≤ i ≤ j ≤ 3 .

Then, using Lemma 14, we can rearrange (40), to obtain;

−w3γ3
u

ϵ0uc2
∂σ

∂x
+

wγ2
uuν12

ϵ0c2
∂σ

∂y
+

wγ2
uuν13

ϵ0c2
∂σ

∂z
+

wγ3
u

(
−1 + 1

c2
u2

1
u2

)
ϵ0c2

∂σ

∂t

+
wγ3

u

(
u2 + 2w2c2

u2 − c2
)

ϵ0c2
∂g1

∂x
− 2wγ2

uν12

ϵ0

∂g1

∂y
− 2wγ2

uν13

ϵ0

∂g1

∂z
+

wγ3
u
(
2w2 − u2 + c2)

ϵ0uc2
∂g1

∂t

+
uγ2

u
(
θ2 − θ′1λ12 − θ′′1 µ12

)
ϵ0

∂g2

∂x
+

uγu (−θ′2λ12 − θ′′2 µ12)

ϵ0

∂g2

∂y
+

uγu (−θ′3λ12 − θ′′3 µ12)

ϵ0

∂g2

∂z

+
γ2

u

(
θ2 − u2

c2

(
θ′1λ12 + θ′′1 µ12

))
ϵ0

∂g2

∂t
+

uγ2
u
(
θ3 − θ′1λ13 − θ′′1 µ13

)
ϵ0

∂g3

∂x
+

uγu (−θ′2λ13 − θ′′2 µ13)

ϵ0

∂g3

∂y

+
uγu (−θ′3λ13 − θ′′3 µ13)

ϵ0

∂g3

∂z
+

γ2
u

(
θ3 − u2

c2

(
θ′1λ13 + θ′′1 µ13

))
ϵ0

∂g3

∂t
+

γ3
uw
(

1 − w2

c2 − u2

c2

)
ϵ0u

∂p11

∂x

+
γ2

uwν12

ϵ0u
∂p11

∂y
+

γ2
uwν13

ϵ0u
∂p11

∂z
− γ3

uw3

ϵ0c2u2
∂p11

∂t
+

γ2
u
(
−θ2u2 + c2θ′1λ12 + c2θ′′1 µ12

)
c2ϵ0

∂p12

∂x

+
γu (θ′2λ12 + θ′′2 µ12)

ϵ0

∂p12

∂y
+

γu (θ′3λ12 + θ′′3 µ12)

ϵ0

∂p12

∂z
+

γ2
uu
(
−θ2 + θ′1λ12 + θ′′1 µ12

)
c2ϵ0

∂p12

∂t

+
γ2

u
(
−θ3u2 + c2θ′1λ13 + c2θ′′1 µ13

)
c2ϵ0

∂p13

∂x
+

γu (θ′2λ13 + θ′′2 µ13)

ϵ0

∂p13

∂y
+

γu (θ′3λ13 + θ′′3 µ13)

ϵ0

∂p13

∂z

+
γ2

uu
(
−θ3 + θ′1λ13 + θ′′1 µ13

)
c2ϵ0

∂p13

∂t
+

θ2γuν12

ϵ0

∂p22

∂x
+

θ2ν22

ϵ0

∂p22

∂y
+

θ2ν23

ϵ0

∂p22

∂z
+

θ2uγuν12

ϵ0c2
∂p22

∂t

+
γu
(
θ′1λ23 + θ′′1 µ23

)
ϵ0

∂p23

∂x
+

(θ′2λ23 + θ′′2 µ23)

ϵ0

∂p23

∂y
+

(θ′3λ23 + θ′′3 µ23)

ϵ0

∂p23

∂z
+

γ2
uu
(
θ′1λ23 + θ′′1 µ23

)
c2ϵ0

∂p23

∂t

+
θ3γuν13

ϵ0

∂p33

∂x
+

θ3ν23

ϵ0

∂p33

∂y
+

θ3ν33

ϵ0

∂p33

∂z
+

θ3uγu

ϵ0c2
∂p33

∂t
= 0 . (41)

Lemma 14. With notation as in the previous Lemma 13, we have that;

(αδ − βγ)2 +
(v1u1)

2

u2 +
w2

u2 = 1 .
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Proof. By the fact that |θ′′| = 1, and the definition of θ × θ′, we have that;

(αδ − βγ)2 +

(
v1u1β

u
− wδ

u

)2
+
(wγ

u
− αv1u1

u

)2

= (αδ − βγ)2 +
(v1u1)

2

u2

(
1 − w2

u2

)
+

w2

u2

(
1 − u1v2

2

u2

)
− 2

w
u2 (u1v1) (αγ + βδ) = 1 . (42)

As θ and θ′ are orthogonal, we have that αγ + βδ + wv1u1
u2 = 0. Substituting into (42), we obtain that;

(αδ − βγ)2 + (v1u1)
2
(

1 − w2

u2

)
+

w2

u2

(
1 − u1v2

2

u2

)
− 2

w
u
(u1v1)

(
−wv1u1

u2

)
= (αδ − βγ)2 +

(v1u1)
2

u2 +
w2

u2 = 1 .

Lemma 15. With notation as in Lemmas 12 and 13, for the equations (41), we must have that;

∂σ

∂y
=

∂σ

∂z
=

∂g1

∂x
=

∂g2

∂y
=

∂g2

∂z
=

∂g2

∂t
=

∂g3

∂y
=

∂g3

∂z
=

∂g3

∂t
=

∂p12

∂x
=

∂p13

∂x

=
∂p22

∂y
=

∂p22

∂z
=

∂p22

∂t
=

∂p23

∂y
=

∂p23

∂z
=

∂p33

∂y
=

∂p33

∂z
=

∂p33

∂t
= 0 .

Proof. Note that as u → ∞, γu ∼ c
iu . We let u2

u1
= κ and u3

u1
= λ, with u1 ̸= 0, so that w = su, with

s =
(

1+κ2

1+κ2+λ2

) 1
2 . The Eqs (41) in Lemma 12 hold for all u with 0 < u < c, and are algebraic, so letting u → ∞,

we obtain that;

−ν12s
ϵ0

∂σ

∂y
− ν13s

ϵ0

∂σ

∂z
+

sic
ϵ0

∂g1

∂x
− ic (−θ′2λ12 − θ′′2 µ12)

ϵ0

∂g2

∂y
−

ic (−θ′3λ12 − θ′′3 µ12)

ϵ0

∂g2

∂z

+

(
θ′1λ12 + θ′′1 µ12

)
ϵ0

∂g2

∂t
− ic (−θ′2λ13 − θ′′2 µ13)

ϵ0

∂g3

∂y
−

ic (−θ′3λ13 − θ′′3 µ13)

ϵ0

∂g3

∂z
+

(
θ′1λ13 + θ′′1 µ13

)
ϵ0

∂g3

∂t

+
θ2

ϵ0

∂p12

∂x
+

θ3

ϵ0

∂p13

∂x
+

θ2ν22

ϵ0

∂p22

∂y
+

θ2ν23

ϵ0

∂p22

∂z
− iθ2ν12

ϵ0c
∂p22

∂t
+

(θ′2λ23 + θ′′2 µ23)

ϵ0

∂p23

∂y

+
(θ′3λ23 + θ′′3 µ23)

ϵ0

∂p23

∂z
+

θ3ν23

ϵ0

∂p33

∂y
+

θ3ν33

ϵ0

∂p33

∂z
− i

ϵ0c
∂p33

∂t
= 0 , (43)

where; θ1 = s, θ2 = α, θ3 = β, θ′1 = sv1
1+κ2 , θ′2 = γ, θ′3 = δ, θ′′1 = αδ − βγ, θ′′2 = sβv1√

1+κ2 − sδ,

θ′′3 = sγ − sαv1√
1+κ2 , λ12 = sγ + sαv1√

1+κ2 , λ13 = sδ + sβv1√
1+κ2 , λ23 = αδ + βγ, µ12 = s

(
sβv1√
1+κ2 − sδ

)
+ α (αδ − βγ),

µ13 = s
(

sγ − sαv1√
1+κ2

)
+ β (αδ − βγ), µ23 = α

(
sγ − sαv1√

1+κ2

)
+ β

(
sβv1√
1+κ2 − sδ

)
, ν11 =

v2
1s2

1+κ2 + (αδ − βγ)2,

ν12 = sγv1√
1+κ2 + (αδ − βγ)

(
sβv1√
1+κ2 − sδ

)
, ν13 = sδv1√

1+κ2 + (αδ − βγ)
(

sγ − sαv1√
1+κ2

)
, ν22 = γ2 +

(
sβv1√
1+κ2 − sδ

)2
,

ν23 = γδ +
(

sβv1√
1+κ2 − sδ

) (
sγ − sαv1√

1+κ2

)
, ν33 = δ2 +

(
sγ − sαv1√

1+κ2

)2
and, by the orthonormality relations

between θ and θ
′
; 

s2 + α2 + β2 = 1 ,
v2

1
1+κ2 + γ2 + δ2 = 1 ,

sv1√
1+κ2 + αγ + βδ = 0 ,

|v1| ≤ 1 .

(44)

Now, take κ = 0, v1 = 0, 0 ≤ s ≤ 1, τ =
(
1 − s2) 1

2 , α = τcos (θ), β = τsin (θ), γ = −sin (θ), δ = cos (θ),
0 ≤ θ < 2π, then it is easily verified that the conditions of (44) are satisfied. Substituting into the Eqs (43),
and taking the power series expansions of the functions involving θ, we can equate coefficients in {1, θ, θ2}
respectively, to obtain the following set of equations;
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(i) s2τ
ϵ0

∂σ
∂y + sic

ϵ0

∂g1
∂x − sic(τ2−s2)

ϵ0

∂g2
∂y +

τ(τ2−s2)
ϵ0

∂g2
∂t + sic

ϵ0

∂g3
∂z + τ

ϵ0

∂p12
∂x + s2τ

ϵ0

∂p22
∂y + isτ2

cϵ0

∂p22
∂t + τ

ϵ0

∂p23
∂z − i

cϵ0

∂p33
∂t = 0.

(ii) s2τ
ϵ0

∂σ
∂z − ics(1+(τ2−s2))

ϵ0

∂g2
∂z − ics(1+(τ2−s2))

ϵ0

∂g3
∂y +

τ(τ2−s2)
ϵ0

∂g3
∂t + τ

ϵ0

∂p13
∂x +

τ(s2−1)
ϵ0

∂p22
∂z +

τ(2s2−1)
ϵ0

∂p23
∂y +

τ
ϵ0

∂p33
∂z = 0.

(iii) −s2τ
2ϵ0

∂σ
∂y +

sic(1+(τ2−s2))
ϵ0

∂g2
∂y − τ(τ2−s2)

2ϵ0

∂g2
∂t − sic(1+(τ2−s2))

ϵ0

∂g3
∂z − τ

2ϵ0

∂p12
∂x + 2τ−3τs2

2ϵ0

∂p22
∂y − siτ2

cϵ0

∂p22
∂t +

τ(4s2−1)
2ϵ0

∂p23
∂z +

τ(s2−1)
ϵ0

∂p33
∂y = 0.

Using τ2 = 1 − s2, we can simplify (i) to obtain;

s2τ

ϵ0

(
∂σ

∂y
+

∂p22

∂y

)
+

sic
ϵ0

(
∂g1

∂x
+

∂g3

∂z

)
−

sic
(
1 − 2s2)
ϵ0

∂g2

∂y
+

τ
(
1 − 2s2)

ϵ0

∂g2

∂t

+
τ

ϵ0

(
∂p12

∂x
+

∂p23

∂z

)
+

is
(
1 − s2)
cϵ0

∂p22

∂t
− i

cϵ0

∂p33

∂t
= 0 . (45)

We can write (45) in the form ∑7
1=1 λiµi = 0, where; µ1 =

(
∂σ
∂y + ∂p22

∂y

)
, µ2 = ∂g1

∂x + ∂g3
∂z , µ3 = ∂g2

∂y , µ4 = ∂g2
∂t ,

µ5 = ∂p12
∂x + ∂p23

∂z , µ6 = ∂p22
∂t , µ7 = ∂p33

∂t . Using Newton’s expansion of;

τ =
(

1 − s2
) 1

2
= 1 − s2

2
− s4

8
− s6

16
+ O

(
s8
)

,

and equating coefficients up to s6 to zero, we obtain the following equations;

µ4 + µ5 −
i
c

µ7 = 0 , (1) (46)

ic (µ2 + µ3) +
i
c

µ6 = 0 , (s) (47)

µ1 −
5
2

µ4 − µ5 = 0 , (s2) (48)

− 2icµ3 −
i
c

µ6 = 0 , (s3) (49)

−1
2

µ1 +
7
8

µ4 −
1
8

µ5 = 0 , (s4) (50)

−1
8

µ1 +
3
16

µ4 = 0 .(s6) (51)

Using (48), (50), (51), and solving the three simultaneous equations, we obtain that µ1 = µ4 = µ5 = 0. From
(46), we then obtain that µ7 = 0. Using (47), (49) and eliminating µ6, we obtain µ2 = µ3 and µ6 = −2c2µ3, so
we obtain; 

∂σ
∂y = − ∂p22

∂y ,
∂p12
∂x = − ∂p23

∂z ,
∂p22

∂t = −2c2 ∂g2
∂y ,

∂g2
∂t = ∂p33

∂t = 0 ,
∂g1
∂x + ∂g3

∂z = ∂g2
∂y .

(52)

Using τ2 = 1 − s2 again, we can simplify (ii) to obtain;

s2τ

ϵ0

∂σ

∂z
−

ics
(
2 − 2s2)
ϵ0

(
∂g2

∂z
+

∂g3

∂y

)
+

τ
(
1 − 2s2)

ϵ0

(
∂g3

∂t
− ∂p23

∂y

)
+

τ

ϵ0

(
∂p13

∂x
− ∂p33

∂z

)
+

τ
(
s2 − 1

)
ϵ0

∂p22

∂z
= 0 .

(53)
We can write (53) in the form

5

∑
i=1

λiµi = 0, (54)
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where;µ1 = ∂σ
∂z , µ2 = ∂g2

∂z + ∂g3
∂y , µ3 = ∂g3

∂t − ∂p23
∂y , µ4 = ∂p13

∂x − ∂p33
∂z , µ5 = ∂p22

∂z , where λ1 + λ3 + λ5 = 0 and
λ1 − λ4 − λ5 = 0. Using the first relation in (52), we can write (54) in the form;

λ1 (µ1 − µ5) + λ2µ2 + λ3 (µ3 − µ5) + λ4µ4 = 0 . (55)

Using the second relation in (52), we have that 2λ1 = λ4 − λ3, so that multiplying (55) by 2, and substituting,
we obtain the relation;

2λ2µ2 + λ3 (2 (µ3 − µ5)− (µ1 − µ5)) + λ4 (2µ4 + (µ1 − µ5)) = 0 . (56)

By taking a power series expansion of
(
1 − s2) 1

2 or otherwise, it is easily checked that varying the coefficients
(2λ2, λ3, λ4), with 0 ≤ s ≤ 1, gives that;

µ2 = 2 (µ3 − µ5)− (µ1 − µ5) = 2µ4 + (µ1 − µ5) = 0 ,

so we obtain; 

∂g2
∂z = − ∂g3

∂y ,
∂σ
∂z = 2

(
∂g3
∂t − ∂p23

∂y

)
− ∂p22

∂z = −
(

2
(

∂p13
∂x − ∂p33

∂z

)
− ∂p22

∂z

)
,

∂p22
∂z =

(
∂g3
∂t − ∂p23

∂y

)
+
(

∂p13
∂x − ∂p33

∂z

)
,

∂σ
∂z =

(
∂g3
∂t − ∂p23

∂y

)
−
(

∂p13
∂x − ∂p33

∂z

)
.

(57)

Using τ2 = 1 − s2 again, we can simplify (iii) to obtain;

−s2τ

2ϵ0

∂σ

∂y
+

sic
(
2 − 2s2)
ϵ0

(
∂g2

∂y
− ∂g3

∂z

)
−

τ
(
1 − 2s2)
2ϵ0

∂g2

∂t
− τ

2ϵ0

∂p12

∂x

+
2τ − 3τs2

2ϵ0

∂p22

∂y
−

si
(
1 − s2)
cϵ0

∂p22

∂t
+

τ
(
4s2 − 1

)
2ϵ0

∂p23

∂z
+

τ
(
s2 − 1

)
ϵ0

∂p33

∂y
= 0 . (58)

We can write (58) in the form
8

∑
i=1

λiµi = 0, (59)

where; µ1 = ∂σ
∂y , µ2 = ∂g2

∂y − ∂g3
∂z , µ3 = ∂g2

∂t , µ4 = ∂p12
∂x , µ5 = ∂p22

∂y , µ6 = ∂p22
∂t , µ7 = ∂p23

∂z , µ8 = ∂p23
∂y , where

4λ1 − 4λ4 + 2λ8 = 0, 6λ1 − 4λ4 − 2λ5 = 0, 4λ1 − λ4 + λ7 = 0 and 2λ2 + λ3 − λ4 = 0. Using the first relation
of (57), we can write (59) in the form;

λ1 (µ1 − 2µ8) +
3

∑
i=2

λiµi + λ4 (µ4 + 2µ8) +
7

∑
i=5

λiµi = 0 .

Then, using the second relation of (57), we can write (59) in the form;

λ1 (µ1 + 3µ5 − 2µ8) +
3

∑
i=2

λiµi + λ4 (µ4 − 2µ5 + 2µ8) +
7

∑
i=6

λiµi = 0 .

Using the third relation of (57), we obtain;

λ1 (µ1 + 3µ5 − 4µ7 − 2µ8) +
3

∑
i=2

λiµi + λ4 (µ4 − 2µ5 + µ7 + µ7 + µ8) + λ6µ6 = 0 ,

and, using the fourth relation of (57), we obtain;

λ1 (µ1 − 2µ3 + 3µ5 − 4µ7 − 2µ8) + λ2µ2 + λ4 (µ3 + µ4 − 2µ5 + µ7 + µ8) + λ6µ6 = 0 .
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Using Newton’s expansion of τ again, and equating coefficients up to s2, we obtain the equations;

− δ4

2
= 0 , (1) (60)

2icδ2 −
i
c

δ6 = 0 , (s) (61)

− δ1

2
+

δ4

4
= 0 , (s2) (62)

where δ1 = µ1 − 2µ3 + 3µ5 − 4µ7 − 2µ8, δ2 = µ2, δ4 = µ3 + µ4 − 2µ5 + µ7 + µ8, δ6 = µ6. From (61), we obtain
that µ2 = 1

2c2 µ6, so that;
∂g2

∂y
− ∂g3

∂z
=

1
2c2

∂p22

∂t
. (63)

From the rearrangement of (i), we had that ∂p22
∂t = −2c2 ∂g2

∂y , so that, using (63), we obtain;
∂g2
∂y − ∂g3

∂z = − ∂g2
∂y ,

2 ∂g2
∂y = ∂g3

∂z .
(64)

It follows by symmetry that 2 ∂g3
∂z = ∂g2

∂y , so that by (64), 4 ∂g2
∂y = ∂g2

∂y and, using (63) and the second equation in
(52) that

∂g2

∂y
=

∂g3

∂z
=

∂p22

∂t
= 0 ,

∂g1

∂x
= 0 , (65)

as well.
From (60) and (62), we obtain that δ1 = δ4 = 0, so that µ1 − 2µ3 + 3µ5 − 4µ7 − 2µ8 = 0 and µ3 + µ4 −

2µ5 + µ7 + µ8 = 0. It follows that;
∂σ
∂y − 2 ∂g2

∂t + 3 ∂p22
∂y − 4 ∂p23

∂z − 2 ∂p23
∂y = 0 ,

∂g2
∂t + ∂p12

∂x − 2 ∂p22
∂y + ∂p23

∂z + ∂p23
∂y = 0 .

(66)

From the third and fourth equations in (57), we have;

∂g3
∂t = ∂p22

∂z + ∂p22
∂y − ∂p13

∂x + ∂p33
∂z ,

∂σ
∂z = ∂g3

∂t − ∂p23
∂y − ∂p13

∂x + ∂p33
∂z

= ∂p22
∂z + ∂p22

∂y − ∂p13
∂x + ∂p33

∂z − ∂p23
∂y − ∂p13

∂x + ∂p33
∂z

= −2 ∂p13
∂x + ∂p22

∂y + ∂p22
∂z − ∂p23

∂y + 2 ∂p33
∂z ,

(67)

and, from (66), second equation of (52), we have that;

∂g2
∂t = − ∂p12

∂x + 2 ∂p22
∂y − ∂p23

∂y − ∂p23
∂z

= 0 ,
∂σ
∂y = 2 ∂g2

∂t − 3 ∂p22
∂y + 4 ∂p23

∂z + 2 ∂p23
∂y

= 2
(
− ∂p12

∂x + 2 ∂p22
∂y − ∂p23

∂y − ∂p23
∂z

)
− 3 ∂p22

∂y + 4 ∂p23
∂z + 2 ∂p23

∂y

= −2 ∂p12
∂x − 7 ∂p22

∂y + 2 ∂p23
∂z .

(68)

We also note, from the fact that ∂g2
∂t = 0 in (52), that ∂g3

∂t = 0 by symmetry. Rewriting the equations (43) of this
lemma in terms of the stress tensor, using the above relations, we obtain;
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−ν12s
ϵ0

(
−2

∂p12

∂x
− 7

∂p22

∂y
+ 2

∂p23

∂z

)
− ν13s

ϵ0

(
−2

∂p13

∂x
+

∂p22

∂y
+

∂p22

∂z
− ∂p23

∂y
+ 2

∂p33

∂z

)
−

ic (−θ′3λ12 − θ′′3 µ12)

ϵ0

∂g2

∂z
− ic (−θ′2λ13 − θ′′2 µ13)

ϵ0

−∂g2

∂z

+
θ2

ϵ0

∂p12

∂x
+

θ3

ϵ0

∂p13

∂x
+

θ2ν22

ϵ0

∂p22

∂y
+

θ2ν23

ϵ0

∂p22

∂z
+

(θ′2λ23 + θ′′2 µ23)

ϵ0

∂p23

∂y

+
(θ′3λ23 + θ′′3 µ23)

ϵ0

−∂p12

∂x
+

θ3ν23

ϵ0

∂p33

∂y
+

θ3ν33

ϵ0

∂p33

∂z
= 0 (69)

with; − ∂p12
∂x + 2 ∂p22

∂y − ∂p23
∂y − ∂p23

∂z = 0 ,

−2 ∂p12
∂x − 7 ∂p22

∂y + 2 ∂p23
∂z = − ∂p22

∂y ,
(70)

by (68) and the fact that ∂σ
∂y = − ∂p22

∂y in (52), and the additional relations;−2 ∂p13
∂x + ∂p22

∂y + ∂p22
∂z − ∂p23

∂y + 2 ∂p33
∂z = − ∂p33

∂z ,

− ∂p13
∂x + 2 ∂p33

∂z − ∂p23
∂z − ∂p23

∂y = 0 ,
(71)

which we obtain by symmetry, see Lemma 20, ∂σ
∂z = − ∂p33

∂z , from ∂σ
∂y = − ∂p22

∂y , and from − ∂p12
∂x + 2 ∂p22

∂y − ∂p23
∂y −

∂p23
∂z = 0. Eliminating { ∂p12

∂x , ∂p13
∂x , ∂p22

∂y , ∂p23
∂z }, from (70), (71), we obtain the equations;

∂p12
∂x = 1

12

(
−∂p33

∂z + ∂p22
∂z − 8 ∂p23

∂y

)
,

∂p13
∂x = 1

12

(
19 ∂p33

∂z + 5 ∂p22
∂z − 4 ∂p23

∂y

)
,

∂p22
∂y = 1

12

(
2 ∂p33

∂z − 2 ∂p22
∂z + 4 ∂p23

∂y

)
,

∂p23
∂z = 1

12

(
5 ∂p33

∂z − 5 ∂p22
∂z + 4 ∂p23

∂y

)
.

(72)

Substituting into (69), we obtain;

ic (θ′3λ12 + θ′′3 µ12 − θ′2λ13 − θ′′2 µ13)

ϵ0

∂g2

∂z
+

θ3ν23

ϵ0

∂p33

∂y

+

(
ν12s

6 + ν13s − θ2
12 + 19θ3

12 +
θ′3λ23

12 +
θ′′3 µ23

12 + θ2ν22
6 + θ3ν33

)
ϵ0

∂p33

∂z

+

(
− ν12s

6 + θ2
12 + 5θ3

12 − θ′3λ23
12 − θ′′3 µ23

12 − θ2ν22
6 + θ2ν23

)
ϵ0

∂p22

∂z

+

(
−2ν12s

3 − 2θ2
3 − θ3

3 +
2θ′3λ23

3 +
2θ′′3 µ23

3 + θ2ν22
3 + θ′2λ23 + θ′′2 µ23

)
ϵ0

∂p23

∂y
= 0 .

Taking κ = 0, v1 = 0, s = 0, τ =
(
1 − s2) 1

2 = 1, α = τcos (θ), β = τsin (θ), γ = −sin (θ), δ = cos (θ), for θ ∈
{0, π

4 , 3π
4 , π

2 } respectively, noting that the first coefficient in ∂g2
∂z is zero, we obtain the coefficient matrix (A)ij,

for 1 ≤ i ≤ j ≤ 4 for the remaining 4 variables { ∂p33
∂y , ∂p33

∂z , ∂p22
∂z , ∂p23

∂y }, where; a11 = 0, a12 = 0, a13 = 0, a14 = 2
3ϵ0

,

a21 = −1
2
√

2ϵ0
, a22 = 13

6
√

2ϵ0
, a23 = −7

12
√

2ϵ0
, a24 = 1

6
√

2ϵ0
, a31 = 1

2
√

2ϵ0
, a32 = 2√

2ϵ0
, a33 = 5

12
√

2ϵ0
, a34 = −13

6
√

2ϵ0
,

a41 = 0, a42 = 19
12ϵ0

, a43 = 0, a44 = −1
ϵ0

. By a straightforward calculation, we have that det (A) = 19
72ϵ4

0
̸= 0, so

that;
∂p33

∂y
=

∂p33

∂z
=

∂p22

∂z
=

∂p23

∂y
= 0 .

By (72), we have that;
∂p12

∂x
=

∂p13

∂x
=

∂p22

∂y
=

∂p23

∂z
= 0 .
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By 68, we obtain that;
∂g2

∂t
=

∂σ

∂y
= 0 .

By (67), we have;
∂g3

∂t
=

∂σ

∂z
= 0 . (73)

By (65), we have;
∂g2

∂y
=

∂g3

∂z
=

∂g1

∂x
=

∂p22

∂t
= 0 .

Substituting these values into (69) and using the relation;

∂g2

∂z
= −∂g3

∂y
, (74)

we obtain;
ic (θ′3λ12 + θ′′3 µ12 − θ′2λ13 − θ′′2 µ13)

ϵ0

∂g2

∂z
= 0 . (75)

Let s = 1
2 , τ =

(
1 − s2) 1

2 =
√

3
2 , ν1 = 1, 1 + κ2 = 5

3 , ρ =

(
1 − v2

1
1+κ2

)
=

√
2√
5

, λ2 = 3 + 3κ2, α = τcos
(

π
8
)
,

β = τsin
(

π
8
)
, γ = ρcos

(
π
8
)
, δ = −ρsin

(
π
8
)
, then αδ − βγ = −

√
3

2
√

5
and sν1√

1+κ2 =
√

3
2
√

5
. It is easily verified that

the conditions of (53) in the Lemma are met. Calculating the coefficient in (75), we obtain that;

−3ic
80ϵ0

∂g2

∂z
= 0 ,

so that, using (74), ∂g2
∂z = ∂g3

∂y = 0. This proves the Lemma.

Lemma 16. Using the notation of Lemma 13, we have that;

∂σ

∂x
+ 3

∂p11

∂x
=

∂g1

∂t
+

∂p11

∂x
=

∂p12

∂t
− c2 ∂g2

∂x
=

∂p13

∂t
− c2 ∂g3

∂x
= ic

∂p23

∂x
+

∂p23

∂t

=
∂g1

∂y
=

∂g1

∂z
=

∂p12

∂y
=

∂p12

∂z
=

∂p13

∂y
=

∂p13

∂z
=

∂p22

∂x
=

∂p33

∂x
= 0 .

Proof. Using the result of Lemma 15, multiplying the Eqs (41) in Lemma 13 by u, taking the limit as u → ∞,
and again noting that the Eqs (41) in Lemma 13 hold for all u with 0 < u < c, and are algebraic, we obtain that;

−ics3

ϵ0

∂σ

∂x
+

2c2ν12s
ϵ0

∂g1

∂y
+

2c2ν13s
ϵ0

∂g1

∂z
+

sic
(
2s2 − 1

)
ϵ0

∂g1

∂t
−

c2 (θ2 − θ′1λ12 − θ′′1 µ12
)

ϵ0

∂g2

∂x

−
c2 (θ3 − θ′1λ13 − θ′′1 µ13

)
ϵ0

∂g3

∂x
−

s
(
s2 + 1

)
ci

ϵ0

∂p11

∂x
− ic (θ′2λ12 + θ′′2 µ12)

ϵ0

∂p12

∂y
−

ic (θ′3λ12 + θ′′3 µ12)

ϵ0

∂p12

∂z

−
(
−θ2 + θ′1λ12 + θ′′1 µ12

)
ϵ0

∂p12

∂t
− ic (θ′2λ13 + θ′′2 µ13)

ϵ0

∂p13

∂y
−

ic (θ′3λ13 + θ′′3 µ13)

ϵ0

∂p13

∂z
−
(
−θ3 + θ′1λ13 + θ′′1 µ13

)
ϵ0

∂p13

∂t

− icθ2ν12

ϵ0

∂p22

∂x
−

ic
(
θ′1λ23 + θ′′1 µ23

)
ϵ0

∂p23

∂x
−
(
θ′1λ23 + θ′′1 µ23

)
ϵ0

∂p23

∂t
− icθ3ν13

ϵ0

∂p33

∂x
= 0 .

Rearranging, we can write this as;

−ics3

ϵ0

(
∂σ

∂x
+ 3

∂p11

∂x

)
+

2c2ν12s
ϵ0

∂g1

∂y
+

2c2ν13s
ϵ0

∂g1

∂z
+

sic
(
2s2 − 1

)
ϵ0

(
∂g1

∂t
+

∂p11

∂x

)
− ic (θ′2λ12 + θ′′2 µ12)

ϵ0

∂p12

∂y
−

ic (θ′3λ12 + θ′′3 µ12)

ϵ0

∂p12

∂z
−
(
−θ2 + θ′1λ12 + θ′′1 µ12

)
ϵ0

(
∂p12

∂t
− c2 ∂g2

∂x

)
− ic (θ′2λ13 + θ′′2 µ13)

ϵ0

∂p13

∂y
−

ic (θ′3λ13 + θ′′3 µ13)

ϵ0

∂p13

∂z
−
(
−θ3 + θ′1λ13 + θ′′1 µ13

)
ϵ0

(
∂p13

∂t
− c2 ∂g3

∂x

)
− icθ2ν12

ϵ0

∂p22

∂x
−
(
θ′1λ23 + θ′′1 µ23

)
ϵ0

(
ic

∂p23

∂x
+

∂p23

∂t

)
− icθ3ν13

ϵ0

∂p33

∂x
= 0 . (76)
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Now follow the method of the proof in Lemma 15 to obtain the result.

Lemma 17. Let S be surface non-radiating, for real charge and current
(
ρ, J
)
, then there exists a complex solution

(
E, B

)
to Maxwell’s equations with E × B = 0.

Proof. By Lemma 15, there exists a complex solution
(
E, B

)
to Maxwell’s equations, with, in components,

E × B = 1
ϵ0
(g1, g2, g3), such that;

∂g1

∂x
=

∂g2

∂y
=

∂g2

∂z
=

∂g2

∂t
=

∂g3

∂y
=

∂g3

∂z
=

∂g3

∂t
= 0 .

By Lemma 16, we also have that;

∂g1

∂y
=

∂g1

∂z
=

∂p12

∂t
− c2 ∂g2

∂x
=

∂p13

∂t
− c2 ∂g3

∂x
=

∂g1

∂t
+

∂p11

∂x
= 0 .

It follows that g1 is independent of x ∈ R3. By the boundary condition that lim|x|→∞g1 (x, t) = 0, see Remarks
3, for t ∈ R≥0, we have that g1 = 0. Similarly, g2 is independent of the coordinates (y, z, t), and we have that;

∂g2

∂x
=

1
c2

∂p12

∂t
.

By Lemma 15, we have that ∂p12
∂x = 0. It follows that ∂p12

∂t is independent of x, and, therefore, g2 is constant.
Again, using the boundary condition that lim|x|→∞g2 (x, t) = 0, for t ∈ R≥0, we have that g2 = 0. Finally, g3 is
again independent of the coordinates (y, z, t), and we have that;

∂g3

∂x
=

1
c2

∂p13

∂t
.

Again, by Lemma 15, we have that ∂p13
∂x = 0. By the same argument, g3 is constant, and, using the boundary

condition, that g3 = 0.

Lemma 18. Let
(
E, B

)
be a complex solution to Maxwell’s equations for a real pair

(
ρ, J
)
, with E × B = 0, then on the

open set U ⊂ R4, for which B ̸= 0, we have that E = λB, and ρ|U = 0.

Proof. Writing E and B in components (e1, e2, e3) and (b1, b2, b3), the condition that E × B = 0 amounts to the
equations;

e2b3 = e3b2, e3b1 = e1b3, e1b2 = e2b1 .

Without loss of generality, we can assume that {b1, b2, b3} are non-vanishing on U, to obtain that;

e2

b2
=

e3

b3
= λ ,

e1

b1
=

e3

b3
= µ ,

e1

b1
=

e2

b2
= ν ,

and, clearly then, λ = µ = ν, so that
E = λB. (77)

We have that the pairs
(

Re
(
E
)

, Re
(

B
))

and
(

Im
(
E
)

, Im
(

B
))

satisfy Maxwell’s equations for the pair
(
ρ, J
)
,

and in free space. In particularly,
div
(

Re
(

B
))

= div
(

Im
(

B
))

= 0. (78)

From (77), we have that;
Re
(
E
)
= f Re

(
B
)
+ gIm

(
B
)

,
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and, from (78) and the previous equation;

ρ

ϵ0
= div

(
Re
(
E
))

= grad ( f ) � Re
(

B
)
+ grad (g) � Im

(
B
)

. (79)

Let γ be a level surface for f , with interior Uγ, then by the divergence theorem;∫
Uγ

ρ

ϵ0
dx =

∫
Uγ

div
(

Re
(
E
))

dx =
∫

γ
Re
(
E
)
� dS =

∫
γ

(
f Re

(
B
)
+ gIm

(
B
))

� dS

= f
∫

γ
Re
(

B
)
� dS +

∫
γ

gIm
(

B
)
� dS =

∫
γ

gIm
(

B
)
� dS

=
∫

Uγ

div
(

gIm
(

B
))

dx =
∫

Uγ

grad (g) � Im
(

B
)

dx .

By continuity of f , we can cover U with open sets of the form Uγ contained within any ball B (x0, ϵ) of radius
ϵ > 0, so that we conclude;

ρ

ϵ0
= grad (g) � Im

(
B
)

. (80)

Similarly, we can conclude that;

ρ

ϵ0
= grad ( f ) � Re

(
B
)

. (81)

From (79), (80), (81), we have that ρ = 0 on U.

Lemma 19. Let the frame S be surface non-radiating in the sense of [1], for charge and current
(
ρ, J
)
, then in any inertial

frame S′ connected to S by a boost with velocity vector v, with |v| < c, we have that S′ is surface non-radiating, for the
transformed current and charge

(
ρ′, J′

)
. Moreover, if the frame S is surface non-radiating for charge and current

(
ρ, J
)
,

then for any g ∈ O (3), if
(

ρg, Jg
)

, are the transformed current and charge in the rotated or reflected frame S′, then S′ is
surface non-radiating.

Proof. Let S′′ be a frame connected to S′ by a velocity vector w. By Lemma 6, we have that BwBv = RgBv∗w,
where g ∈ SO (3). Let S′′′ be connected to S by the velocity vector v ∗ w, then as S is surface non-radiating,
there exist

(
E′′′, B′′′) satisfying Maxwell’s equations in S′′′ for the transformed charge and current

(
ρ′′′, J′′′

)
,

with div′′′
(

E′′′ × B′′′)
= 0. By Lemma 2, we have that in S′′,

(
E′′, B′′) satisfy Maxwell’s equations for the

transformed current and charge
(

ρ′′, J′′
)

with div
(

E′′ × B′′)
= 0, where E′′

= E′′′g and B′′
= B′′′g. As(

ρ, J
)

transforms as a 4-vector between inertial frames, and using the result of Lemma 4, we have verified

the surface non-radiating condition for S′, with the transformed current
(

ρ′, J′
)

. For the last part, let S′′

be a frame connected to S′ by a velocity vector v and let w = g−1 (w). In the frame S′′′ connected to S
by the velocity vector w, by the definition of surface non radiating, there exist fields

(
E′′′, B′′′), satisfying

Maxwell’s equations in S′′′, with ▽′′′
(

E′′′ × B′′′)
= 0. Using Lemmas 2, 4 and 5, if

(
E′′, B′′) are the fields in

S′′ corresponding to
(

Eg, sign (g) Bg
)

, where
(
E, B

)
are the fields in S corresponding to

(
E′′′, B′′′) in S′′′, then

▽′′ �
(

E′′ × B′′)
= 0. Moreover,

(
ρ′′, J′′, E′′, B′′) satisfy Maxwell’s equations in S′′ for the current and charge(

ρ′′, J′′
)

in S′′ corresponding to
(

ρg, Jg
)

.

Lemma 20. Let τ be a permutation of (1, 2, 3), and let
(
ρ, J, E, B

)
satisfy Maxwell’s equations in S. Let(

Eτ , sign (τ) Bτ
)

be the corresponding fields in the reflected frame S′. Let {hi, h′i}, for 1 ≤ i ≤ 3, {pij, p′ij}, for

1 ≤ i ≤ j ≤ 3, and {σ, σ′} be the components of the Poynting vector, stress tensor and energies for
(
E, B

)
and(

Eτ , sign (τ) Bτ
)

respectively, then;

σ′ = στ , h′i = hτ
τ(i), p′ij = pτ

τ(i)τ(j) .
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Let hypotheses be as in Lemma 13, with the assumption that S is surface non-radiating, for charge and current(
ρ, J
)
, and

(
E∞, B∞

)
are the fields constructed in the limit frame S∞, then the conclusion is satisfied by

(
Eτ23

∞ ,−Bτ23
∞

)
in the reflected frame Sτ23

∞ for charge and current
(

ρτ23 , Jτ23
)

. Moreover, for the permutation τ23 of (1, 2, 3, 4), if, in the
context of Lemmas 15 and 16, we derive a relation of the form;

∑
1≤k≤4

αk
∂σ

∂xk
+ ∑

1≤i≤3,1≤k≤4
βik

∂gi
∂xk

+ ∑
1≤i≤j≤3,1≤k≤4

γijk
∂pij

∂xk
= 0 , (82)

where {αk, βik, γijk} ⊂ C, then we can derive the relation;

∑
1≤k≤4

αk
∂σ

∂xτ23(k)
+ ∑

1≤i≤3,1≤k≤4
βik

∂gτ23(i)

∂xτ23(k)
+ ∑

1≤i≤j≤3,1≤k≤4
γijk

∂pτ23(i)τ23(j)

∂xτ23(k)
= 0 . (83)

Proof. For the first claim, it is sufficient to prove the result for the elementary permutation τ23. We have that,
in components,

(
e′1, e′2, e′3

)
=
(
eτ23

1 , eτ23
2 , eτ23

3
)

and
(
b′1, b′2, b′3

)
=
(
−bτ23

1 ,−bτ23
3 ,−bτ23

2
)
. Then, by a straightforward

calculation;

e′2 = e′21 + e′22 + e′23 =
(
eτ23

1
)2

+
(
eτ23

3
)2

+
(
eτ23

2
)2

=
(

e2
)τ23

,

b′2 = b′21 + b′22 + b′23 =
(
−bτ23

1
)2

+
(
−bτ23

3
)2

+
(
−bτ23

2
)2

=
(

b2
)τ23

,

σ′ =
1
ϵ0

(
e′2 + c2b′2

)
=

1
ϵ0

((
e2
)τ23

+ c2
(

b2
)τ23

)
= στ23 ,

h′1 = (e2b3 − e3b2)
τ23 = hτ23

1 ,

h′2 = (e1b2 − e2b1)
τ23 = hτ23

3 ,

h′3 = (e3b1 − e1b3)
τ23 = hτ23

2 ,

p′ij = −ϵ0

(
e′ie

′
j + c2b′ib

′
j

)
+ δijσ

′ = −ϵ0

(
eτ23

τ23(i)
eτ23

τ23(j) + c2
(
−bτ23

τ23(i)

) (
−bτ23

τ23(j)

))
+ δijσ

τ23

= −ϵ0

(
eτ23

τ23(i)
eτ23

τ23(j) + c2bτ23
τ23(i)

)
bτ23

τ23(j) + δτ23(i)τ23(j)σ
τ23 = pτ23

τ23(i)τ23(j).

For the second claim, we have by both parts of Lemma 19, that the reflected frame S′τ23 corresponding
to S′ is surface non-radiating for the transformed current and charge

(
ρ′τ23 , J′τ23

)
, where

(
ρ′, J′

)
correspond

to
(
ρ, J
)

in S. Let {Er, Br} be the fields constructed in Lemma 21, with corresponding fields {Eτ23
r ,−Bτ23

r } in

the reflected frames S′′τ23
r corresponding to S′′

r , then ▽′′′
(

Eτ23
r ×−Bτ23

r

)
= 0 by Lemma 2 and, as τ23 fixes e1,

S′′τ23
r is connected to S′′ by the velocity vectors −re1. Moreover, in the notation of Lemma 13, u is fixed, so that

when we construct
(

E′
∞, B′

∞

)
from the fields {Eτ23

r ,−Bτ23
r }, it is clear, using the fact that the transformations

connecting the frames {S, S′, S′′
r } with S∞ are the same as those between {Sτ23 , S′τ23 , S′′τ23

r } and Sτ23
∞ , that

E′
∞ = Eτ23

∞ and B′
∞ = −Bτ23

∞ . For the final claim, let
(
ρ, J, E, B

)
, be the tuple, satisfying Maxwell’s equations

in the base frame S, for which we derive the relation (82), then
(

ρτ23 , Jτ23 , Eτ23 ,−Bτ23
)

satisfies Maxwell’s
equations in the reflected frame Sτ23 , and, by Lemma 19, Sτ23 is surface non-radiating for the reflected charge
and current

(
ρτ23 , Jτ23

)
. Using the fact that

(
E, B

)
corresponds to the fields

(
E∞, B∞

)
in the limit frame S∞,

by the proof of the second claim, we have that
(

Eτ23
∞ ,−Bτ23

∞

)
corresponds to the fields

(
Eτ23

∞ ,−Bτ23
∞

)
in the

reflected frame Sτ23
∞ . We can then follow the proof of Lemma 12, to obtain the same relation (82) for the

quantities
{

σ′,
(

g′i
)

1≤i≤3 ,
(

p′ij
)

1≤i≤j≤3

}
, corresponding to

(
Eτ23 ,−Bτ23

)
. By the first part of the lemma, we

obtain the relation;

∑
1≤k≤4

αk
∂στ23

∂xk
+ ∑

1≤i≤3,1≤k≤4
βik

∂gτ23
τ23(i)

∂xk
+ ∑

1≤i≤j≤3,1≤k≤4
γijk

∂pτ23
τ23(i)τ23(j)

∂xk
= 0 .
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Using the chain rule, we then obtain that;

∑
1≤k≤4

αk
∂σ

∂xτ23(k)
+ ∑

1≤i≤3,1≤k≤4
βik

∂gτ23(i)

∂xτ23(k)
+ ∑

1≤i≤j≤3,1≤k≤4
γijk

∂pτ23(i)τ23(j)

∂xτ23(k)
= 0

as required.

Lemma 21. We can construct limit fields
(
E∞, B∞

)
, in the limit frame S∞, with div∞

(
E∞ × E∞

)
= 0.

Proof. Let ϵ > 0, δ < 0, and let S′ travel with velocity vector u = (c − ϵ) e1, relative to S, and let S′′ travel with
velocity vector w =

(
− c2

c−ϵ − δ
)

e1 relative to S′. By Lemma 6, there exists g ∈ SO (3) with;

BwBu = RgBu∗w ,

and

u ∗ w =
u + w

1 + u�w
c2

+
γu

c2 (γu + 1)
u × (u × w)

1 + u�w
c2

=
u + w

1 + u�w
c2

=

(
(c − ϵ)− c2

c−ϵ − δ
)

e1

−δ(c−ϵ)
c2

=
c2
(
(c − ϵ)− c2

c−ϵ − δ
)

−δ (c − ϵ)
e1.

(84)
By inspection of (84), for given 0 < ϵ < c, we can see that, as δ → 0 from below, u ∗ w → ∞ along the
direction e1. By Lemma 19, we can assume that S′ is surface non radiating, and there exist a family of electric
and magnetic fields {Er, Br}, with 0 ≤ r < c, such that div

(
Er × Br

)
= 0 in the inertial frames S′′

r , travelling
at velocity −re1 relative to S′. Assume that there exists a uniform polynomial approximation {Eγ

r , Bγ
r }, with

error term γ > 0, to the fields, transferred back to the base frame S. By continuity, for sufficiently small δ,

we can find a polynomial family {Eγ′

r , Bγ′

r }, for 0 < r < |w|, with error term γ′, and 0 < γ′ < 2γ, such
that |div∞

(
Er × Br

)
| < γ′. In the limit frame S∞, using Lemma 1, Lemma 6 and Definition 4, we obtain that

|div
(
E∞ × B∞

)
| < γ′ as well.

Remark 2. A more rigorous proof of the final claim in the previous lemma is given below.

Lemma 22. Let S be a frame with bounded current
(
ρ, J
)

and let S′
ϵ be connected to S by the velocity vector (c − ϵ) e1,

for 0 < ϵ ≤ c, and S′′
ϵ,δ be connected to S′

ϵ by the velocity vector (−c + δ) e1, where δ = (1 + τ) ϵ, for;

|τ| ≤ 1
2
≤ c

c − 1
≤

2
c −

ϵ
c2

1 − 1
c +

ϵ
c2

,

then the transfers
(
ρϵ,δ, Jϵ,δ

)
to S′′

ϵ,δ are uniformly bounded in the frames S′′
ϵ,δ. Moreover, we can assume there exists a

constant F independent of ϵ, and, for any given ϵ, a family of tuples
(
ρϵ,δ, Jϵ,δ, Eϵ,δ, Bϵ,δ

)
, satisfying Maxwell’s equations,

with div
(
Eϵ,δ × Bϵ,δ

)
= 0 in the frame S′′

ϵ,δ, and max
(
|Eϵ,δ|, |Eϵ,δ|

)
≤ F.

Proof. We have that S′′
ϵ,δ is connected to S by the boost matrix Bu∗v where u = (c − ϵ) e1, v = (−c + δ) e1 and;

|u ∗ v| =
∣∣∣∣∣ u + v
1 + u�v

c2

+
γu

c2 (γu + 1)
u × (u × v)

1 + u�v
c2

∣∣∣∣∣ =
∣∣∣∣∣ u + v
1 + u�v

c2

∣∣∣∣∣ =
∣∣∣∣∣ (δ − ϵ) e1

δ+ϵ
c − ϵδ

c2

∣∣∣∣∣
=

∣∣∣∣∣∣ ϵ (θ − 1) e1

ϵ
(

θ+1
c

)
− θϵ2

c2

(θ = 1 + τ)

∣∣∣∣∣∣ =
∣∣∣∣∣∣ (θ − 1) e1(

θ+1
c

)
− θϵ

c2

∣∣∣∣∣∣ ≤ 1 .

A straightforward calculation using the transfer rules for
(
ρ, J
)

to frames Sw, connected to S by a velocity
vector w, with |w| ≤ 1, shows that the transfers

(
ρϵ,δ, Jϵ,δ

)
are uniformly bounded. For the last part, we can,

using the conjecture (ii) in Remark 3, assume there exists a family
(
Ese1 , Bse1

)
on the frames Sse1 , connected

to S by the velocity vector se1, for |s| < 1, with divse1

(
Ese1 × Bse1

)
= 0, such that the transfers

(
E′

se1
, B′

se1

)
to

S form a smooth family on B
(
0, r0

)
× (0, t0). By continuity, the transfers are bounded by some constant F as
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required.

Lemma 23 (Polynomial Approximation). For any γ > 0, with F as in Lemma 22, there exists a sequence of pairs(
En,∞, Bn,∞

)
for n ≥ nγ, in the limit frame S∞, with divS∞ |

(
En,∞ × Bn,∞

)
| < γ and max

(
|En,∞|, |Bn,∞|

)
< F + 1

on some B
(
0, r∞

)
× (0, t∞).

Proof. Let S′
ϵ be as in Lemma 22, and let {E′

ϵ,δ, B′
ϵ,δ} be the transfers of the fields {Eϵ,δ, Bϵ,δ}, guaranteed by

Lemma 22, to S′
ϵ. By the proof of Lemma 22, restricted to some B

(
0, rϵ

)
× (0, tϵ), they form a smooth bounded

family on S′
ϵ,indexed by −c + δ ∈

(
−c + ϵ

2 ,−c + 3ϵ
2
)
. By the Stone-Weierstrass approximation theorem,

there exists a uniformly convergent sequence of polynomial approximations {E′
n,ϵ,δ, B′

n,ϵ,δ} to {E′
ϵ,δ, B′

ϵ,δ}. By
choosing the approximating polynomials in the frames Sse1 from the previous Lemma, using continuity, the

fact that the transfer of polynomial fields are polynomial, and formulating the fact that divS′′
ϵ,δ

(
E′

ϵ,δ × B′
ϵ,δ

)
= 0

algebraically in the base frame S, see Lemma 11, we can assume that, for any γ > 0, there exists {nγ, ϵγ},

such that |divS′′
ϵ,δ′

(
E′

n,ϵ,δ′ × B′
n,ϵ,δ′

)
| < γ, for −c + δ′ ∈

(
−c − ϵ

2 ,−c
)
, and n ≥ nγ, restricted to some

B
(
0, rϵ,δ

)
× (0, tϵ,δ), where S′′

ϵ,δ′ is connected to Sϵ by the velocity vector (−c + δ′) e1. Taking the limit as ϵ → 0,
using Lemma 21, the constant F from Lemma 22, we obtain a sequence of pairs

(
En,∞, Bn,∞

)
in the limit frame

S∞, with divS∞ |
(
En,∞ × Bn,∞

)
| < γ and max

(
|En,∞|, |Bn,∞|

)
< F + 1 on some B

(
0, r∞

)
× (0, t∞).

Lemma 24. Choose a sequence of error terms γm > 0 with limm→∞γm = 0, and pairs
(
Enm ,∞, Bnm ,∞

)
, satisfying

the conclusion of Lemma 23. Then, as m → ∞ the sequence
(
Enm ,∞, Bnm ,∞

)
converges to a pair

(
E∞, B∞

)
satisfying

Maxwell’s equations in S∞ for the transferred charge and current
(
ρ∞, J∞

)
with div∞

(
E∞ × B∞

)
= 0. Moreover, we

obtain the conclusion of Lemma 17 for the transfer
(
E, B

)
back to the base frame S.

Proof. By the construction of Lemma 23, we have that the sequence
(
Enm ,∞, Bnm ,∞

)
is Cauchy and uniformly

bounded, and converges to a bounded limit on S∞. If
(

ρ′, J′, E′, B
)′

is a tuple, satisfying Maxwell’s equations

in a base frame S′, then, by the proof in [4],
(

ρ′′, J′′, E′′, B′′) satisfies Maxwell’s equations at corresponding

points of S′′, connected to S by a real velocity vector v, with

|v| < c, (85)

By the generalisation of the rules for transforming derivatives, the algebraic formulation of the connecting
relations at corresponding points, complex linearity of the transformed derivative, and the generic formulation
of (85),

(
ρ′′′, J′′′, E′′′, B′′′) satisfies Maxwell’s equations at corresponding points of S′′′, connected to S by a

complex velocity vector v, with v2 ̸= c2. Taking limits, this also holds for a transformation to a limit frame
S∞, if the limit exists. It follows that the transformation of the fields

(
Eϵ,δ, Bϵ,δ

)
to fields

(
Eϵ,δ,∞, Bϵ,δ,∞

)
in the

limit frame S∞ satisfy Maxwell’s equations. and so the transformations
(
En,ϵ,δ′ ,∞, Bn,ϵ,δ′ ,∞

)
to the limit frame

S∞ satisfy Maxwell’s equations up to a constant ϵ (n), which converges to 0 as n → ∞, so that
(
Enm ,∞, Bnm ,∞

)
satisfy Maxwell’s equations up to a constant ϵ′ (nm), which again converges to zero as m → ∞, both in S∞

and the frame Sϵ,δ′ , for sufficiently small {ϵ, δ′}. In particularly,
(
E∞, B∞

)
satisfying Maxwell’s equations in

S∞ for the transferred charge and current
(
ρ∞, J∞

)
, and, so does the transfer

(
E, B

)
of
(
E∞, B∞

)
back to the

base frame S, for the original current and charge
(
ρ, J
)
. The claim that div∞

(
E∞ × B∞

)
= 0 follows from

the transformation rules for derivatives, back to the frames Sϵ,δ′ , the fact that the polynomial approximations(
En,ϵ,δ′ , Bn,ϵ,δ′

)
converge to smooth fields

((
Eϵ,δ′ , Bϵ,δ′

))
in the frame Sϵ,δ′ , interchanging limits with derivatives

in Sϵ,δ′ and the construction that |div∞
(
Enm ,∞ × Bnm ,∞

)
| < γm, with γm → 0, as m → ∞. For the final claim,

we can approximate the fields
(
E∞, B∞

)
by the polynomial fields

(
Enm ,∞, Bnm ,∞

)
, in S∞, and follow through

the argument of Lemma 13, to obtain the conclusion of Lemma 17 for the fields
(
Enm , Bnm

)
transferred back to

the base frame S, up to a constant ϵ′′ (nm), which converges to 0 as m → ∞. As the fields
(
Enm , Bnm

)
and their

derivatives converge to
(
E, B

)
in the base frame S, we obtain the conclusion of Lemma 17 for

(
E, B

)
.
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Remark 3. In the definition of surface non-radiating, for the frame S, with charge and current
(
ρ, J
)
, we can

impose the additional requirement, that, for any given velocity v, with |v| = 1, there exist pairs {Esv, Bsv}, with
0 ≤ s < c, such that the condition of surface non-radiating is fulfilled, and the series is smooth and decaying
at infinity, that is the fields {Esv, Bsv} are smooth and ;

(i) lim|xsv |→∞ max
(
|Esv|, |Bsv|

)
= 0 in the coordinates (xsv, tsv) of the frame Ssv. With these extra

assumptions, we conjecture, using polynomial approximations, that it possible to choose {Esv, Bsv} such
that the above conditions hold, and also;

(ii) The families defined by;
E (x, t, s) = E′

sv (x, t) , B (x, t, s) = B′
sv (x, t)

are smooth on R3 × R≥0 × (0, c). In particularly, for finite {t0, r0, c0} ⊂ R, with 0 ≤ c0 < c,
max

0≤s≤c0

(
|E′

sv|B(0,r0)×(0,t0)
|, |B′

sv|B(0,r0)×(0,t0)
|
)
≤ Gr,t0,c0 for some constant Gr0,t0,c0 ∈ R≥0, where {Esv, Bsv}

are the fields transferred back to the base frame S.

Lemma 25. If the frame S is decaying surface non-radiating, in the sense of Definition 1, then if
(
ρ, J
)

is real analytic,
either ρ = 0 and J = 0, or S is non-radiating, in the sense of [1].

Proof. The transfers of
(
ρ, J
)

to any frame Sv, connected to S by a velocity vector v with |v| < c is also real
analytic. By the proof of Lemma 19, the frames Sv are also decaying surface non-radiating. By Lemma 18,
and using continuity, in each frame Sv, either the transfers ρv are identically zero or there exists a real solution(

Ev, Bv
)

to Maxwell’s equations with Bv = 0. If S is not non-radiating, then, without loss of generality, we can
assume that ρ = 0 in the base frame S. By the transformation rules for

(
ρ, J
)
, we have that;

ρv = −γv < v, J >
c2 , and Jv = γv J||,v + J⊥,v .

As J is analytic, {v :< v, J >= 0} includes 0 and, if infinite, is both open and closed inside the ball B|v|<c, so
that J||,v = 0, for every v ∈ B|v|<c with v ̸= 0, in particular, J = 0. We can, therefore assume that ρv ̸= 0 in all
but finitely many frames Sv, and there exist real solutions

(
Ev, Bv

)
to Maxwell’s equations with Bv = 0. Now,

we can use the proof of Lemma 2.7 in [1], to derive the equation;

v ×
(
▽ (ρ) +

1
c2

∂J
∂t

)
= 0 (86)

valid for all but finitely many v ∈ B|v|<c. Using continuity, we can conclude that (86) holds for all v ∈ B|v|<c
and that; (

▽ (ρ) +
1
c2

∂J
∂t

)
= 0 .

Then follow through the rest of the proof of Lemma 2.7 in [1] to conclude that □2 (p) = 0 and □2 (E) = 0. Now
use the proof of Lemma 2.4 in [1] to get □2 (J

)
= 0, and Lemma 2.5 in [1] to conclude that S is non-radiating.

2. Some Thermodynamic arguments

Definition 6. Given
(
ρ, J, E, B

)
satisfying Maxwell’s equations, and t0 ∈ R>0, we define the reversed process(

ρ′, J′, E′, B′) on R3 × (0, t0) by;

ρ′ (x, t) = ρ (x, t0 − t) ,

J′ (x, t) = −J (x, t0 − t) ,

E′
(x, t) = E (x, t0 − t) ,

B′
(x, t) = −B (x, t0 − t) .

Lemma 26. For the reversed process,
(

ρ′, J′, E′, B′), we have that
(

ρ′, J′
)

satisfies the continuity equation and(
ρ′, J′, E′, B′) satisfies Maxwell’s equations on R3 × (0, t0). Moreover div

(
E′ × B′)

= −div
(
E × B

)
.
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Proof. For the first part, we have, using the chain rule, the definitions and the continuity equation for
(
ρ, J
)
,

that;
∂ρ′

∂t
|(x,t) = −∂ρ

∂t
|(x,t0−t) = −div

(
J
)
|(x,t0−t) = div

(
J′
)
(x,t)

.

For the second part, we have, using the chain rule again, the definitions, and Maxwell’s equations for(
ρ, J, E, B

)
, that;

(i) div
(

E′) |(x,t) = div
(
E
)
|(x,t0−t) =

ρ
ϵ0
|(x,t0−t) =

ρ
ϵ0
|(x,t),

(ii)
(
▽× E′) |(x,t) =

(
▽× E

)
|(x,t0−t) = − ∂B

∂t |(x,t0−t) = − ∂B′

∂t |(x,t),

(iii) div
(

B′) |(x,t) = −div
(

B
)
(x,t0−t) = 0,

(iv)
(
▽× B′)

(x,t)
=

(
▽×−B

)
(x,t0−t) = −

(
ϵ0 J
)
|(x,t0−t) −

(
µ0ϵ0

∂E
∂t

)
|(x,t0−t) =

(
ϵ0 J′

)
|(x,t) +(

µ0ϵ0
∂B′

∂t

)
|(x,t),

as required. The last claim follows easily from the definitions of {E′, B′}.

Definition 7. Given a solution
(
ρ, J, E, B

)
to Maxwell’s equation, we say that

(
E, B

)
is classically non-radiating

if, uniformly in t ∈ R>0, we have that;

lim
r→∞

∫
B(0,r)

div
(
Et × Bt

)
dx = 0 .

Lemma 27. Given a smooth solution
(
ρ, J, E, B

)
to Maxwell’s equations, and t0 ∈ R>0 with div

(
E × B

)
|t0 ̸= 0 and(

E, J
)
|t0 ̸= 0, there exists a smooth volume S ⊂ R3 and ϵ > 0, with;∫

S
div
(
Et × Bt

)
|dx ̸= 0,

∫
S

(
Et, Jt

)
dx ̸= 0, for t ∈ (t0 − ϵ, t0 + ϵ) .

Proof. Choose {x0, x1} ⊂ R3, with div
(
E × B

)
(x0, t0) ̸= 0 and

(
E, J
)
(x1, t0) ̸= 0. As div

(
E × B

)
and

(
E, J
)

are smooth, there exist disjoint balls B (x0, r0) and B (x0, r1) with;∫
B(x0,r0)

div
(
Et0 × Bt0

)
dx ̸= 0, and

∫
B(x1,r1)

(
Et0 , Jt0

)
dx ̸= 0.

Shrinking the ball B (x0, r0) if necessary to avoid cancelations, we can assume that;∫
B(x0,r0)∪B(x1,r1)

div
(
Et0 × Bt0

)
dx ̸= 0 and

∫
B(x0,r0)∪B(x1,r1)

(
Et0 , Jt0

)
dx ̸= 0.

As div
(
Et0 × Bt0

)
and

(
Et0 , Jt0

)
are smooth, they are bounded on a ball B (0, r) with B (0, r) ⊃ B (x0, r0) and

B (0, r) ⊃ B (x1, r1). Choosing a sufficiently small strip S′ connecting the balls B (x0, r0) and B (x1, r1), and
letting S = B (x0, r0) ∪ B (x1, r1) ∪ S′ be a smooth volume, we can assume that;∫

S
div
(
Et0 × Bt0

)
dx ̸= 0, and

∫
S

(
Et0 , Jt0

)
dx ̸= 0.

Using smoothness again, we can assume that there exists ϵ > 0 such that;∫
S

div
(
Et × Bt

)
dx ̸= 0, and

∫
S

(
Et, Jt

)
dx ̸= 0,

for t ∈ (t0 − ϵ, t0 + ϵ), as required.
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Lemma 28. Given
(
ρ, J, E, B

)
, with

(
E, B

)
classically non-radiating, such that the hypotheses of Lemma 27 are satisfied.

Let T be the surface boundary of S, then for any κ > 0, there exists volumes {S, Sκ} with S ∩ Sκ = ∅, T ⊂ Sκ ,
{T, T′, T′′} outward normals to the volumes {S, Sκ , B

(
0, rκ

)
}, such that;∫

T

(
Et × Bt

)
� dT = −

∫
T

(
Et × Bt

)
� dT′,∫

S
div
(
Et × Bt

)
dx ̸= 0,∫

S

(
Et, Jt

)
dx ̸= 0,∣∣∣∣∣

∫
δB(0,rκ)

(
Et × Bt

)
� dT′′

∣∣∣∣∣ < κ,

for t ∈ (t0 − ϵ, t0 + ϵ).

Proof. By the definition of classically non-radiating, for any κ > 0, there exists rκ > 0, with S ⊂ B
(
0, rκ

)
such

that; ∣∣∣∣∣
∫

B(0,rκ)
div
(
Et × Bt

)
dx

∣∣∣∣∣ < κ , (87)

for t ∈ (t0 − ϵ, t0 + ϵ). Let Sκ = B0 (0, rκ

)
\ S, then, as T′ reverses the direction of T;∫

T

(
Et × Bt

)
� dT +

∫
T

(
Et × Bt

)
� dT′ = 0,

and by (87) and the divergence theorem;∣∣∣∣∣
∫

δB(0,rκ)

(
Et × Bt

)
� dT′′

∣∣∣∣∣ =
∣∣∣∣∣
∫

B(0,rκ)
div
(
Et × Bt

)
dx

∣∣∣∣∣ < κ,

as required.

Lemma 29. Let notation be as above, then, assuming thermal equilibrium for electrons, we cannot have, in a classically
non radiating system, that; ∫

S
div
(
Et × Bt

)
dx > 0, and

∫
S

(
Et, Jt

)
dx < 0, (88)

for t ∈ (t0 − ϵ, t0 + ϵ) .

Proof. Suppose that; ∫
S

div
(
Et × Bt

)
dx > 0, and

∫
S

(
Et, Jt

)
dx < 0, (89)

for t ∈ (t0 − ϵ, t0 + ϵ) .
Shrinking the interval (t0 − ϵ, t0 + ϵ) if necessary, we can assume that;∫

S
div
(
Et × Bt

)
dx > δ > 0, and

∫
S

(
Et, Jt

)
dx < −δ < 0, (90)

for t ∈ (t0 − ϵ, t0 + ϵ) , and some δ > 0.
Choose κ > 0 with κ < δ, so that;

κ < min
(∫

S
div
(
Et × Bt

)
dx,−

∫
S

(
Et, Jt

)
dx
)

, (91)
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for t ∈ (t0 − ϵ, t0 + ϵ), and {rκ , Sκ , B
(
0, rκ

)
}, such that the conclusion of Lemma 28 holds. Using Lemmas 27

and 28, we claim that;∫
Sκ

(
Et, Jt

)
dx ≥ min

(
−
∫

S

(
Et, Jt

)
dx, and

∫
S

div
(
Et × Bt

)
dx
)

, (92)

uniformly for t ∈ (t0 − ϵ, t0 + ϵ). Suppose not, then, for some t1 ∈ (t0 − ϵ, t0 + ϵ);∫
Sκ

(
Et1 , Jt1

)
dx < −

∫
S

(
Et1 , Jt1

)
dx,

∫
Sκ

(
Et1 , Jt1

)
dx <

∫
S

div
(
Et1 × Bt1

)
dx,

and, by continuity, we can assume that;∫
Sκ

(
Et, Jt

)
dx < −

∫
S

(
Et, Jt

)
dx, and

∫
Sκ

(
Et, Jt

)
dx <

∫
S

div
(
Et × Bt

)
dx,

for t ∈ (t1 − δ′, t1 + δ′) with (t1 − δ′, t1 + δ′) ⊂ (t0 − ϵ, t0 + ϵ).
Let {ESκ

, ES, ES,el , ESκ ,el , ES, f ield, ESκ , f ield} denote the total energies in {S, Sκ}, the energies stored in the
electrons contained in {S, Sκ} and the electromagnetic energies restricted to {S, Sκ}, see [3]. By Poynting’s
theorem and the divergence theorem;

(i) dESκ ,el
dt′ |t < − dES,el

dt′ |t,
(ii) dESκ ,el

dt′ |t <
(∫

S
(
Et × Bt

)
� dT

)
t,

for t ∈ (t1 − δ′, t1 + δ′).
By (89), (91), there is an energy flux from the electrons in S to the total energies in Sκ , not all of which can

leak from the boundary δB
(
0, rκ

)
. By (i) and Poynting’s Theorem, there is some energy transferred into the

electromagnetic energy of Sκ . By (ii), not all the energy transferred from the electrons in S is transferred to the
energy of the electrons in Sκ . It follows that some of the energy flux from the electrons in S is transferred into
the electromagnetic energy of Sκ . By the last claim in Lemma 26, the process is reversible, which contradicts
Kelvin’s formulation of the second law of thermodynamics, see [8], that it is impossible to devise an engine
which, working in a cycle, shall produce no effect other than the extraction of heat from a reservoir and the
performance of an equal amount of mechanical work. Given that (92) holds, we have;∫

Sκ

(
Et, Jt

)
dx ≥ −

∫
S

(
Et, Jt

)
dx, and

∫
Sκ

(
Et, Jt

)
dx ≥

∫
S

div
(
Et × Bt

)
dx ,

uniformly in t ∈ (t0 − ϵ, t0 + ϵ), so that;

(iii) dESκ ,el
dt′ |t ≥ − dES,el

dt′ |t,
(iv) dESκ ,el

dt′ |t ≥
(∫

S
(
Et × Bt

)
� dT

)
t,

uniformly in t ∈ (t0 − ϵ, t0 + ϵ). By (iii), and (90), we have that ESκ ,el is increasing. Without loss of generality,
we have 2 cases;
Case 1.

∫
B(0,rκ) div

(
Et × Bt

)
dx > 0, for t ∈ (t0 − ϵ, t0 + ϵ). Then, by (iv), the energy in the field from Sκ

is constant or decreasing and transferring to the electrons in Sκ , (87). As there is a net energy flux from S to
Sκ , and using (90) again, there is an energy transfer from electrons in S to electrons in Sκ . Assuming thermal
equilibrium and raising the temperature of the electrons in Sκ by a small amount, see [8], noting again that
the process is reversible, this contradicts Clausius’s formulation of the second law of thermodynamics; that it
is impossible to devise an engine which, working in a cycle, shall produce no effect other than the transfer of
heat from a colder to a hotter body.
Case 2.

∫
B(0,rκ) div

(
Et × Bt

)
dx < 0, for t ∈ (t0 − ϵ, t0 + ϵ). If (87) holds, repeat the argument, otherwise, as

there is a net energy flux from S to Sκ , and none of the energy is leaking through the boundary δB
(
0, rκ

)
, either

there is an energy transfer from electrons in S to electrons in Sκ , from which we obtain the same contradiction
as in Case 1, or there is an energy transfer from electrons in S to the electromagnetic energy in Sκ , in which
case we can use the previous argument, based on Kelvin’s formulation.
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Remark 4. We can assume that an atomic system is classically non-radiating in all inertial frames, as,
otherwise, by Rutherford’s observation, the system would lose energy and collapse. Thermal equilibrium
for electrons in all frames also seems a reasonable criterion for such systems, though there are difficulties in
finding the correct definition of temperature in electromagnetism. We leave as a conjecture whether the above
lemma holds with just the assumption that;∫

S
div
(
Et × Bt

)
dx ̸= 0, and

∫
S

(
Et, Jt

)
dx ̸= 0 ,

for t ∈ (t0 − ϵ, t0 + ϵ).
Given this, we can probably obtain the conclusion, from Lemma 27, that either;

div
(
Et × Bt

)
= 0,

in all frames, or; (
Et, Jt

)
= 0,

in all frames. In which case, we can either use the main result of the paper to conclude that the system is
non-radiating and, by [1], that the charge and current ρ, J obey certain wave equations, or classify the case
where

(
E, J
)
= 0 in all frames. This is done in the final section.

3. Force invariance

Definition 8. Suppose that in the base frame S,
(
ρ, J, E, B

)
, satisfy Maxwell’s equations and Sv is an inertial

frame, with velocity vector v, |v| < c. Let
(
ρv, Jv, Ev, Bv

)
be the transformed quantities. We define the

associated force;
f

v
= ρvEv + Jv × Bv.

We say that
(
ρ, J, E, B

)
is electric current orthogonal in S if for every inertial frame Sv, we have that

(
Ev, Jv

)
= 0.

We say that
(
ρ, J, E, B

)
is electromagnetic orthogonal in S if

(
E, B

)
= 0.

Lemma 30. If
(
ρ, J, E, B

)
is electromagnetic orthogonal in S, then for every inertial frame Sv, we have that

(
Ev, Jv

)
= 0.

Proof. This is well known.

Lemma 31. Suppose that in the base frame S, the tuple
(
ρ, J, E, B

)
, satisfying Maxwell’s equations, is electric current

orthogonal, then, for every Sv, f
v
= 0.

Proof. We have that;

Ev = E||,v + γv
(
E⊥,v + v × B

)
, and Jv = γv

(
J||,v − ρv

)
+ J⊥,v,

so, using the fact that; (
E||,v, J⊥,v

)
=
(

E⊥,v + v × Bv, J||,v − ρv
)
= 0,

we have; (
Ev, Jv

)
=
(

E||,v + γv
(
E⊥,v + v × B

)
, γv

(
J||,v − ρv

)
+ J⊥,v

)
= γv

(
E||,v, J||,v

)
− γvρ

(
Ev, v

)
+ γv

(
E⊥,v, J⊥,v

)
+ γv

(
v × Bv, J⊥,v

)
= 0,
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so that;(
E||,v, J||,v

)
− ρ

(
Ev, v

)
+
(
E⊥,v, J⊥,v

)
+
(
v × Bv, J⊥,v

)
=
(

E||,v, J||,v
)
− ρ

(
Ev, v

)
+
(

Ev − E||,v, Jv − J||,v
)
+
(
v × Bv, J⊥,v

)
= 2

(
E||,v, J||,v

)
− ρ

(
Ev, v

)
+
(
v × Bv, J⊥,v

)
−
(

Ev, J||,v
)
−
(

E||,v, Jv

)
= 2

(
E||,v, J||,v

)
− ρ

(
Ev, v

)
+
(
v × Bv, J⊥,v

)
−
(

E||,v + E⊥,v, J||,v
)
−
(

E||,v, J||,v + J⊥,v

)
=
(
v × Bv, J⊥,v

)
− ρ

(
Ev, v

)
=
(
v × Bv, Jv

)
− ρ

(
Ev, v

)
=
(
v, Bv × Jv

)
− ρ

(
Ev, v

)
= 0.

As v, with |v| < c is arbitrary, we conclude that;

Bv × Jv − ρEv = −Jv × Bv − ρEv = 0,

so that f = 0. By symmetry, we can conclude that f
v
= 0 in any inertial frame Sv as required.

Lemma 32. Suppose that in the base frame S, the tuple
(
ρ, J, E, B

)
, is electric current orthogonal, but not electromagnetic

orthogonal, with {ρ, J, E, B} real analytic, then ρ = 0, J = 0.

Proof. By Lemma 31, Lemma 30 and symmetry, we have that f
v
= 0 and

(
Ev, Bv

)
̸= 0, in every inertial frame

Sv, with
|v| < c. (93)

It follows , using the transformation rules, and Lemma 30 again, that;

(
f

v
, Ev

)
= ρv

(
Ev, Bv

)
= γv

(
ρ −

(
v, J
)

c2

) (
E, B

)
= 0 , (94)

for every inertial frame Sv, with |v| < c, and, identifying coordinates, (94) holds in S, for every v, with

|v| < c. (95)

From (93), (95), taking v = 0, in the base frame S, we have that ρ
(
E, B

)
= 0, and(

E, B
)
̸= 0. (96)

As {E, B} are analytic, we have that
(
E, B

)
is analytic, so that, by (96), there exists an open set U ⊂ R3 ×R>0,

for which
(
E, B

)
|U ̸= 0. From (96) again, we obtain that ρ|U = 0, and, as ρ is analytic, that ρ = 0, (∗). From

(94), (95),
(
E, B

)
analytic, and (89), we obtain that;(

ρ −
(
v, J
)

c2

)
|U = −

(
v, J
)

c2 |U = 0,

for every v, with |v| < c. It follows that J|U = 0, and, as J is analytic, that J = 0, as required.

Lemma 33. Suppose that in the base frame S, the tuple
(
ρ, J, E, B

)
, is electric current orthogonal and electromagnetic

orthogonal, with {ρ, J, E, B} real analytic, then we can obtain a complete classification of cases except when in the base
frame S, we have that ρ ≥ 0, and E = − 1

ρ

(
J × B

)
, for which Remark 5 is relevant.

Proof. By Definition 8 and Lemma 30, we have that in every inertial frame Sv, with |v| < c;

Ev ×
(

Jv × Bv
)
= Jv

(
Ev, Bv

)
− Bv

(
Ev, Jv

)
= 0 .
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In particularly, in the base frame S, E ×
(

J × B
)
= 0. As {E, B, J} are analytic, it follows that, on an open subset

U ⊂ R3 ×R>0, either;

(i) E|U = 0,
(ii) J × B|U = 0,

(iii) There exists an analytic λ on U, with E|U = λ
(

J × B
)
|U.

In case (i), we have, as E is analytic, that E = 0, and using Maxwell’s equations and the continuity equation,
that ρ = 0, B is time independent, J = 1

µ0

(
▽× B

)
is time independent and ▽ � J = ▽ � B = 0. In case (ii), we

can assume, without loss of generality, that, either;

(i)’ B|U = 0,
(ii)’ J|U = 0,

(iii)’ There exists an analytic λ on U, with B|U = λJ.

In case (i)’, we have, as B is analytic, that B = 0. In case (ii)’, we have, as J is analytic, that J = 0, and, using
the continuity equation, that ρ is time independent. In case (iii)’, we have, using the divergence theorem,
Maxwell’s equations, and integrating over the level surfaces {Sκ : κ ∈ R} for λ, that;∫

Bκ

▽ � BdBκ =
∫

Sκ

B � dSλ =
∫

Sκ

λJ � dSκ = λ
∫

Sκ

J � dSκ = λ
∫

Bκ

▽ � JdBκ = 0 ,

so that ▽ � J|U = 0, and, as ▽ � J is analytic, that ▽ � J = 0. By the continuity equation, we obtain that
∂ρ
∂t = −▽ �J = 0, so that ρ is time independent.

In case (iii), using the fact that f = ρE + J × B = 0, we have that;(
E, ρE + J × B

)
|U =

(
ρ|E|2|+

(
E, J × B

))
|U

=
(

ρ|E|2|+
(
λ
(

J × B
)

, J × B
))

|U

=
(

ρ|E|2|+ λ|J × B|2
)
|U = 0, (97)

(i)” It is not the case that ρ|U ≤ 0, then, shrinking U if necessary to W, and using continuity, we can assume
that ρ|W > 0.

(i)”(a) It is not the case that λ|W ≤ 0, then, again shrinking W if necessary to V, and using continuity, we
can assume that λ|V > 0. By (97), we obtain that E|V =

(
J × B

)
|V = 0. As {E, J, B} are analytic, we

have that E = J × B = 0. We then have the following cases, similarly to the above;

(i)”(a)(i) E = B = 0, so that ρ = 0, J = 0 as well.
(i)”(a)(ii) E = J = 0, so that ρ = 0, B is time independent, ▽ � B = 0, ▽× B = 0.

(i)”(a)(iii) E = 0, B|V′ = λJ|V′ , for some analytic λ|V′ , V′ ⊂ R3 ×R>0 open. Combining cases (i) and
(iii)’, we obtain that ρ = 0, {B, J} are time independent, J = 1

µ0

(
▽× B

)
, ▽ � J = 0.

(ii)”(b) λ|W ≤ 0. As ρ|W > 0, we must have that
(

λ + 1
ρ

) (
J × B

)
= 0, then either J × B|W = 0, and reduce

to case (ii), or, using continuity, we can find W ′′ ⊂ W, W ′′ open, with
(

λ + 1
ρ

)
|W ′′ = 0.

(i)”’ ρ|U ≤ 0. If ρ|U = 0, then, as ρ is analytic, ρ = 0, otherwise, shrinking U to W ′, we can assume that
ρ|W ′ < 0, then consider the tuple,

(
−ρ′,−J′,−E′, B′

)
, for which (89) holds with λ′ = −λ, and reduce to

case (i)”.

Remark 5. The case (ii)’(b) requires further investigation to obtain a complete classification. As ρ|W > 0 and
ρ is analytic, ρ ≥ 0 and is supported on W. We have that f = 0, so a test particle in this field would move in
a straight line at constant velocity. The electric and magnetic fields of such a particle are known, see [3], but
are not defined at the position of the particle. However, it seems reasonable to assert that the force exerted
on the particle by its own field is zero. Moreover, removing a particle from the ensemble of moving charges
would not significantly effect the total field. One might, therefore conjecture that the description of

(
ρ, J
)

can
be found by consideration of diffusions for the continuity equation, using the intuitive idea that J = ρv.
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