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1. Introduction

I n algebraic geometry, one very interesting problem deals with the existence of indecomposable vector bundles
of low rank on algebraic varieties in comparison to the ambient space. One of the most important tools

or technique to construct these vector bundles is via monads which appear in many contexts within algebraic
geometry. Monads were first introduced by Horrocks [1] who showed that all vector bundles E on P3 could be
obtained as the cohomology bundle of a monad of a given kind.

Many authors have constructed indecomposable vector bundles of low over projective varieties, we mention
a few of the pioneers that have made remarkable strides in this regard. The famous Horrocks-Mumford bundle
of rank 2 over P4 [2], the Horrocks vector bundle of rank 3 on P5 [3] the Tango bundles [4] of rank n − 1 on Pn

for n ≥ 3 and the rank 2 vector bundle on P5 in characteristic 2 by Tango [4] are all obtained as cohomologies of
certain monads.

The first problem is to tackle the existence of monads. Fløystad [5] gave a theorem on the existence of
monads over projective spaces. Costa and Miró-Roig [6] extended these results to smooth quadric hypersurfaces of
dimension at least 3. Marchesi, Marques and Soares [7] generalized Fløystad’s theorem to a larger set of varieties.
Maingi [8] proved the existence of monads on Pn × Pn and proved simplicity of the cohomology bundle.

In this work we prove the existence of monads on certain Cartesian products of projective spaces. We first
extend Fløystad’s [6] main theorem to P1 × · · · × P1. Maingi [9] gave a conditional variant theorem on Pa1 × · · · ×
Pan , here we give a biconditional theorem (Theorem 4) but for all ai = 1, i = 1, · · · , n + 1.

Next we establish the existence of monads

0 −−−−→ OX(−1,−1,−1,−1)⊕k −−−−→
f

Gn ⊕ Gm −−−−→
g

OX(1, 1, 1, 1)⊕k −−−−→ 0

on X = Pn × Pn × Pm × Pm where Gn := OX(0,−1, 0, 0)⊕n+k ⊕OX(−1, 0, 0, 0)⊕n+k and Gm := OX(0, 0,−1, 0)⊕m+k ⊕
OX(0, 0, 0,−1)⊕m+k. We then prove stability of the kernel bundle ker g and finally prove that the cohomology
vector bundle, E = ker g/im f is simple.

The first set of definitions in the following section are based on lecture notes by Miró-Roig [10].
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2. Preliminaries

Definition 1. Let X be a nonsingular projective variety.

1. A monad on X is a complex of vector bundles:

with α injective and β surjective equivalently, M• is a monad if α and β are of maximal rank and β ◦ α = 0.
2. The vector bundle E = ker(β)im(α) and is called the cohomology bundle of the monad.
3. The kernel of the map β, ker β and the cokernel of α, coker α for the given monad are vector bundles.
4. The rank of E is given by, rank(E) = rank(M0) − rank(M1) − rank(M2).
5. The ith chern class of E is given by, ci(E) = ci(M0)ci(M1)−1ci(M2)−1.

Definition 2. Let X be a nonsingular projective variety, let L be a very ample line sheaf, and V, W, U be finite
dimensional k-vector spaces. A linear monad on X is a complex of sheaves,

where A ∈ Hom(V, W) ⊗ H0L is injective and B ∈ Hom(W, U) ⊗ H0L is surjective.
The existence of the monad M• is equivalent to the following conditions on A and B

1. A and B are of maximal rank.
2. BA is the zero matrix.

Definition 3. A torsion-free sheaf E on X is said to be a linear sheaf on X if it can be represented as the cohomology
sheaf of a linear monad.

Definition 4. Let X be a non-singular irreducible projective variety of dimension d and let L be an ample line
bundle on X. For a torsion-free sheaf F on X we define

1. the degree of F relative to L as degL F := c1(F) ·L d−1,
2. the slope of F as µL (F) := c1(F)L d−1

rk(F) .

Definition 5. Let X be an algebraic variety and let E be a torsion-free sheaf on X. Then E is L -stable if every
subsheaf F ↪→ E satisfies µL (F) < µL (E), where L is an ample invertible sheaf.

2.1. Hoppe’s Criterion over cyclic varieties

Suppose that the picard group Pic(X) ≃ Z such varieties are called cyclic. Given a holomorphic vector bundle)
E → X, there is a unique integer kE such that −r + 1 ≤ c1(E(−kE)) ≤ 0. Setting Enorm := E(−kE), we say E is
normalized if E = Enorm. Then one has the following stability criterion:

Proposition 1 ( [11], Lemma 2.6). Let E be a rank r holomorphic vector bundle over a cyclic projective variety X. If
H0((

∧q E)norm) = 0 for 1 ≤ q ≤ r − 1, then E is stable and E is semistable if H0((
∧q E)norm(−1)) = 0.

2.2. Hoppe’s Criterion over polycyclic varieties

Suppose that the picard group Pic(X) ≃ Zl where l ≥ 2 is an integer then X is a polycyclic variety. Given a
divisor B on X we define δL (B) := degL OX(B). Then one has the following stability criterion [12], Theorem 3:

Theorem 1 (Generalized Hoppe Criterion). Let G → X be a holomorphic vector bundle of rank r ≥ 2 over a polycyclic
variety X equiped with a polarisation L if

H0(X, (∧sG) ⊗OX(B)) = 0 ,
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for all B ∈ Pic(X) and s ∈ {1, . . . , r − 1} such that δL (B) < −sµL (G) then G is stable and if δL (B) ≤ −sµL (G) then G
is semi-stable.

Conversely if then G is (semi-)stable then

H0(X, G ⊗OX(B)) = 0

for all B ∈ Pic(X) and all s ∈ {1, . . . , r − 1} such that δL (B) < −sµL (G) or δL (B) ≤ −sµL (G).

2.3. Hoppe’s Criterion over X = Pn × Pn × Pm × Pm

Suppose the ambient space is X = Pn × Pn × Pm × Pm then Pic(X) ≃ Z4. We denote by a, b, c, d the generators
of Pic(X). Denote by OX(a, b, c, d) := p1

∗OPn (a) ⊗ p2
∗OPn (b) ⊗ p3

∗OPm (c) ⊗ p4
∗OPm (d), where p1 and p2 are natural

projections from X to Pn and p3 and p4 are natural projections from X to Pm. For any line bundle L = OX(a, b, c, d)
on X and a vector bundle E, we will write E(a, b, c, d) = E ⊗ OX(a, b, c, d) and (a, b, c, d) := 1 · [a × Pn] + 1 · [Pn ×
b] + 1 · [c × Pm] + 1 · [Pm × d] to represent its corresponding divisor. The normalization of E on X with respect to
L is defined as follows: Set d = degL (OX(1, 0, 0, 0)), since degL (E(−kE, 0, 0, 0)) = degL (E) − 4k · rank(E) there’s
a unique integer kE := ⌈µL (E)/d⌉ such that 1 − d. rank(E) ≤ degL (E(−kE, 0, 0, 0)) ≤ 0. The twisted bundle
EL−norm := E(−kE, 0, 0, 0) is called the L -normalization of E. Finally we define the linear functional δL on Z4 as
δL (p1, p2, p3, p4) := degL OX(p1, p2, p3, p4).

Proposition 2. Let X be a polycyclic variety with Picard number 4, let L be an ample line bundle and let E be a rank r > 1
holomorphic vector bundle over X. If H0((

∧q E)L−norm(p1, p2, p3, p4)) = 0 for 1 ≤ q ≤ r − 1 and every (p1, p2, p3, p4) ∈
Z4 such that δL ≤ 0 then E is L -stable.

Definition 6. A vector bundle E on X is said to be

1. indecomposable if it does not admit a direct sum decomposition of two proper vector subbundles E1 and E2

otherwise E is decomposable.
2. simple if its only endomorphisms are the homotheties i.e. Hom(E, E) = k equivalently h0(X, E ⊗ E∗) = 1.

Proposition 3. Let 0 → E → F → G → 0 be an exact sequence of vector bundles. Then we have the following exact
sequences involving exterior and symmetric powers:

1. 0 −→ ∧q E −→ ∧q F −→ ∧q−1 F ⊗ G −→ · · · −→ F ⊗ Sq−1G −→ SqG −→ 0,
2. 0 −→ SqE −→ Sq−1E ⊗ F −→ · · · −→ E ⊗∧q−1 F −→ ∧q F −→ ∧q G −→ 0.

Theorem 2. [Künneth formula] Let X and Y be projective varieties over a field k. Let F and G be coherent sheaves on X
and Y respectively. Let F ⊠ G denote p∗1(F ) ⊗ p∗2(G ), then Hm(X × Y, F ⊠ G ) ∼=

⊕
p+q=m

Hp(X, F ) ⊗ Hq(Y, G ).

Since for our case we deal X = Pn × Pn × Pm × Pm, then

Ht(X,OX(i, j, k, l)) ∼=
⊕

p+q+r+s=t
U ⊗ V ,

where U = Hp(Pn,OPn (i)) ⊗ Hq(Pn,OPn (j)), V = Hr(Pm,OPm (k))) ⊗ Hs(Pm,OPm (l)) and p, q, r, s, t, i, j, k and l are
integers.

Theorem 3. [ [13], Theorem 4.1] Let n ≥ 1 be an integer and d be an integer. We denote by Sd the space of homogeneous
polynomials of degree d in n + 1 variables (conventionally if d < 0 then Sd = 0). Then the following statements are true:

1. H0(Pn,OPn (d)) = Sd for all d.
2. Hi(Pn,OPn (d)) = 0 for 1 < i < n and for all d.
3. Hn(Pn,OPn (d)) ∼= H0(Pn,OPn (−d − n − 1)).

We adopt a lemma by Jardim and Earp [ [14], Lemma 9] for our purpose in this work.
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Lemma 1. If p1 + p2 + p3 + p4 > 0 then hp(X,OX(−p1,−p2,−p3,−p4)⊕k) = 0 where X = Pn × Pn × Pm × Pm and
for 0 ≤ p < dim(X) − 1, for k a non negative integer.

Lemma 2. [ [14], Lemma 10] Let A and B be vector bundles canonically pulled back from A′ on Pn and B′ on Pm then

Hq(
s∧

(A ⊗ B)) = ∑
k1+···+ks=q

{
s⊕

i=1

(
s

∑
j=0

ki

∑
m=0

Hm(∧j(A)) ⊗ (Hki−m(∧s−j(B))))}.

The proof of the lemma depends on the following:

1. Hq(A1 ⊕ · · · ⊕ As) = ∑
k1+···+ks=q

{
s⊕

i=1

Hk
i (Ai)}.

2. Hq(A ⊗ B) =
q

∑
m=0

Hm(A) ⊗ Hq−m(B).

3. ∧s(A ⊗ B) =
s

∑
j=0

∧j(A) ⊗∧s−j(B).

3. Main Results

The goal of this section is to construct monads over the Cartesian products of projective spaces. We first give
sufficient and necessary conditions for the existence of monads on P1 × · · · × P1. Next we establish the existence
of monads on Pn × Pn × Pm × Pm, we then proceed to prove stability and simplicity of the cohomology bundle E
associated to these monads on Pn × Pn × Pm × Pm. We start by recalling the existence and classification of linear
monads on Pn given by Fløystad in [5].

Lemma 3. [ [5], Main Theorem] Let k ≥ 1. There exists monads on Pk whose maps are matrices of linear forms,

0 −−−−→ OPk (−1)⊕a −−−−→
A

O⊕b
Pk −−−−→

B
OPk (1)⊕c −−−−→ 0

if and only if at least one of the following is fulfilled;
(1)b ≥ 2c + k − 1 , b ≥ a + c and
(2)b ≥ a + c + k

Theorem 4. Let X = P1 × P1 · · · × P1 and L = OX(1, · · · , 1) an ample line bundle. Denote by N = h0(OX(1, · · · , 1)) −
1 = 2n + 1. Then there exists a linear monad M• on X of the form

M• : 0 −−−−→ OX(−1, · · · ,−1)⊕α −−−−→
f

O
⊕β
X −−−−→

g
OX(1, · · · , 1)⊕γ −−−−→ 0

if and only if atleast one of the following is satified

1. β ≥ 2γ + N − 1, and β ≥ α + γ,
2. β ≥ α + γ + N, where α, β, γ be positive integers.

Proof. For the ample line bundle L = OX(1, . . . , 1) we have the Segre embedding

Suppose that one of the conditions of Lemma 3 is satisfied and setting k = 2n + 1, α = a, β = b and γ = c, we
see that

1. b = β ≥ 2c + k − 1 = 2γ + N − 1 i.e. β ≥ 2γ + N − 1 and β ≥ α + γ follows.
2. β ≥ α + γ + N, for N = k.
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Thus there exists a linear monad

0 −−−−→ OP2n+1 (−1)⊕α −−−−→
A

O
⊕β

P2n+1 −−−−→
B

OP2n+1 (1)⊕γ −−−−→ 0

on P2n+1.
Notice that the maps A and B are defined as follows;

A ∈ Hom(OP2n+1 (−1)⊕α,O⊕β

P2n+1 ) ∼= H0(P2n+1,OP2n+1 (1)⊕αβ) ,

B ∈ Hom(O⊕β

P2n+1 ,OP2n+1 (1)⊕γ) ∼= H0(P2n+1,OP2n+1 (1)⊕βγ) .

Thus, A and B induce a monad on X, a Cartesian product of n + 1 copies of P1:

0 −−−−→ OX(−1, . . . ,−1)⊕α
Ā

−−−−→ O
⊕β
X

B̄
−−−−→ OX(1, . . . , 1)⊕γ −−−−→ 0 ,

where Ā ∈ Hom(OX(−1, . . . ,−1)⊕α,O⊕β
X ) and B̄ ∈ Hom(O⊕β

X ,OX(1, . . . , 1)⊕γ).
Conversely suppose

M• : 0 −−−−→ OX(−1, . . . ,−1)⊕α
f

−−−−→ O
⊕β
X

g
−−−−→ OX(1, . . . , 1)⊕γ −−−−→ 0

exists. We need to prove the necessity of conditions on α, β and γ.
Then we first notice that the existence of the monad M• implies that β ≥ α + γ. The image of

H0(O⊕β
X ) −−−−→ H0(OX(1, · · · , 1)⊕γ) defines a vector subspace V ⊆ H0(OX(1, · · · , 1)⊕γ) since g is surjective. We

then have the diagram:

Also dim V ≥ γ+ N otherwise g would degenerate in a non-empty subscheme of codimension dim V −γ+ 1,
see [[15] 14.4.13].

Let U a subspace of V be a general subspace of dimension γ + N − 1. Then the
map U ⊗OX −−−−→ OX(1, · · · , 1)⊕γ) degenerates in dimension zero by [15]. Fix a splitting

V −−−−→ H0(Oβ
X) −−−−→ V. Let W = H0(Oβ

X)/U and R = k[x0, · · · , xN]. We get a diagram of free R−modules

U ⊗ R U ⊗ Ry yp

R(−1)α −−−−→ Rβ −−−−→ R(1)γ

||
y

R(−1)α −−−−→
q

W ⊗ R

Let p and q denote the corresponding maps of sheaves. We note that there exists a surjection map

coker q −−−−→ coker p −−−−→ 0 ,

since p degenerates in expected codimension [[16] Theorem 2.3], we have

Fitt1(coker p) = Ann(coker p) ,
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where Fitt1(coker p) is the first fitting ideal of coker p and Ann(coker p) is the annihilator ideal of coker p from
which we obtain

Fitt1(coker q) ⊆ Ann(coker q) ⊆ Ann(coker p) = Fitt1(coker q) ,

and on replacing coker q by coker q we get

Fitt1(coker q) ⊆ H0
∗(Fitt1(coker q)) ⊆ H0

∗(Fitt1(coker p)) ,

since p degenerates in expected codimension N, R is cohen-macaulay and R/ Fitt1(coker p) is cohen-macaulay of
dimension 1 [[17] Theorem 18.18]. The irrelevant maximal ideal ◁ R is not an associated prime of Fitt1(coker p)
and is then saturated hence

H0
∗(Fitt1(coker p)) = Fitt1(coker p).

Since now Fitt1(coker p) is generated by polynomials of multidegree ≥ γ no polynomial in Fitt1(coker q) will
have multidegree less than γ. Note that, since f is injective and Rβ −→ W ⊗ R is a general quotient, the map
q : R(−1)α −→ W ⊗ R may be assumed to be of maximal rank. If q is generally surjective we must have

dim W ≥ γ , (1)

otherwise
dim W > α . (2)

Since dim W = β − dim U and dim U = γ + N − 1 then equation 1 yields β ≥ 2γ + N − 1 and equation 2 yields
β ≥ α + γ + N.

Remark 1. 1. The first part of the theorem is a consequence of Theorem 3.3 [9], however the theorem above is
an if and only if case.

2. The converse part of the theorem follows Marchesi et al., [7].
3. For certain values of α, β and γ in the above monad the cohomology bundle is simple.

We now set up for monads on the Cartesian product X = Pn × Pn × Pm × Pm.

Lemma 4. Let n, m and k are positive integers, given four matrices f1, f2, f3 and f4 of order k by n + k, and four other
matrices g1, g2, g3 and g4 of order n + k by k as shown;

f1 =

 yn · · · y0

. .. . ..

yn · · · y0


k×(n+k)

,

f2 =

 xn · · · x0

. .. . ..

xn · · · x0


k×(n+k)

,

f3 =

 tm · · · t0

. .. . ..

tm · · · t0


k×(m+k)

,
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f4 =

 zm · · · z0

. .. . ..

zm · · · z0


k×(m+k)

,

g1 =


x0
...

. . . x0

xn
. . .

...
xn


(n+k)×k

,

g2 =


y0
...

. . . y0

yn
. . .

...
yn


(n+k)×k

,

g3 =


z0
...

. . . z0

zm
. . .

...
zm


(m+k)×k

and

g4 =


t0
...

. . . t0

tm
. . .

...
tm


(m+k)×k

,

we define two matrices f and g as follows;

f =
î

f1 − f2 f3 − f4

ó
and

g =


g1

g2

g3

g4

 .

Then we have

1. f · g = 0, and
2. The matrices f and g have maximal rank.

Proof. 1. Since f1 · g1 = f2 · g2, f3 · g3 = f4 · g4 then we have that

f · g =
î

f1 − f2 f3 − f4

ó g1

g2

g3

g4

 = [ f1g1 − f2g2 − f3g3 − f4g4] = [0] .

2. Notice that the rank of the two matrices drops if and only if all x0, ..., xn, y0, ..., yn, z0, ..., zm and t0, ..., tm are
zeros and this is not possible in a projective space. Hence maximal rank.
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Using the matrices given in the above lemma we are going to construct a monad.

Theorem 5. Let n, m and k be positive integers. Then there exists a linear monad on X = Pn × Pn × Pm × Pm of the form;

0 −−−−→ OX(−1,−1,−1,−1)⊕k −−−−→
f

Gn ⊕ Gm −−−−→
g

OX(1, 1, 1, 1)⊕k −−−−→ 0 ,

where Gn := OX(0,−1, 0, 0)⊕n+k ⊕OX(−1, 0, 0, 0)⊕n+k and Gm := OX(0, 0,−1, 0)⊕m+k ⊕OX(0, 0, 0,−1)⊕m+k.

Proof. The maps f and g in the monad are the matrices given in Lemma 4. Notice that

f ∈ Hom(OX(−1,−1,−1,−1)⊕k, Gn ⊕ Gm) and g ∈ Hom(Gn ⊕ Gm,OX(1, 1, 1, 1)⊕k).

Hence by the above lemma they define the desired monad.

Theorem 6. Let T be a vector bundle on X = Pn × Pn × Pm × Pm defined by the sequence

0 −−−−→ T −−−−→ Gn ⊕ Gm −−−−→
g

OX(1, 1, 1, 1)⊕k −−−−→ 0 ,

where Gn := OX(0,−1, 0, 0)⊕n+k ⊕OX(−1, 0, 0, 0)⊕n+k and Gm := OX(0, 0,−1, 0)⊕m+k ⊕OX(0, 0, 0,−1)⊕m+k, then T is
stable for an ample line bundle L = OX(1, 1, 1, 1).

Proof. We need to show that H0(X,
∧q T(−p1,−p2,−p3,−p4)) = 0 for all

4

∑
i=1

pi ≥ 0 and 1 ≤ q ≤ rank(T). Consider

the ample line bundle L = OX(1, 1, 1, 1) = O(L). Its class in Pic(X) = ⟨[a × Pn], [Pn × b], [c × Pn], [Pn × d]⟩
corresponds to the class

1 · [a × Pn] + 1 · [Pn × b] · [c × Pm] + 1 · [Pm × d],

where a and b are hyperplanes of Pn and c and d hyperplanes of Pm with the intersection product induced by
an = bn = cm = dm = 1 and an+1 = bn+1 = cn+1 = dn+1=0.

Now from the display diagram of the monad, we get

c1(T) = c1(Gn ⊕ Gm) − c1(OX(1, 1, 1, 1)⊕k)

= (n + k)(−1, 0, 0, 0) + (n + k)(0,−1, 0, 0) + (m + k)(0, 0,−1, 0) + (m + k)(0, 0, 0,−1) − k(1, 1)

= (−n − 2k,−n − 2k,−m − 2k,−m − 2k) .

Since L2n+2m > 0 the degree of T is,

degL T = c1(T) ·L d−1

= −(n + m + 4k)([a × Pn] + [Pn × b] + [c × Pm] + [Pm × d])·
(1 · [a × Pn] + 1 · [Pn × b] + 1 · [c × Pm] + 1 · [Pm × d])2n+2m−1

= −(n + m + 4k)L2n+2m < 0.

Since degL T < 0, then (
∧q T)L−norm = (

∧q T) and it suffices by the generalized Hoppe Criterion (Proposition 2),

to prove that h0(
∧q T(−p1,−p2,−p3,−p4)) = 0 with

4

∑
i=1

pi ≥ 0 and for all 1 ≤ q ≤ rk(T) − 1.

Next we twist the exact sequence

0 −−−−→ T −−−−→ Gn ⊕ Gm −−−−→
g

OX(1, 1, 1, 1)⊕k −−−−→ 0

by OX(−p1,−p2,−p3,−p4) we get,

0 −→ T(−p1,−p2,−p3,−p4) −→ G n ⊕ G m −→ OX(1 − p1, 1 − p2, 1 − p3, 1 − p4)⊕k −→ 0 ,
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where
G n := OX(−1 − p1,−p2,−p3,−p4)⊕n+k ⊕OX(−p1,−1 − p2,−p3,−p4)⊕n+k

and
G m := OX(−p1,−p2,−1 − p3,−p4)⊕m+k ⊕OX(−p1,−p2,−p3,−1 − p4)⊕m+k

and taking the exterior powers of the sequence by Proposition 3, we get

0 −→
q∧

T(−p1,−p2,−p3,−p4) −→
q∧

G n ⊕ G m −→ · · · .

Taking cohomology we have the injection:

0 −→ H0(X,
q∧

T(−p1,−p2,−p3,−p4)) ↪→ H0(X,
q∧

G n ⊕ G m) .

From Lemma 1 and Lemma 2, we have H0(X,
∧q G n ⊕ G m) = 0. implies h0(X,

∧q T(−p1,−p2,−p3,−p4)) =

h0(X,
∧q G n ⊕ G m) = 0, i.e. h0(X,

∧q T(−p1,−p2,−p3,−p4)) = 0 and thus T is stable.

Theorem 7. Let X = Pn × Pn × Pm × Pm, then the cohomology vector bundle E associated to the monad

0 −−−−→ OX(−1,−1,−1,−1)⊕k −−−−→
f

Gn ⊕ Gm −−−−→
g

OX(1, 1, 1, 1)⊕k −−−−→ 0

of rank 2n + 2m + 2k is simple.

Proof. The display of the monad is

0 0y y
0 −−−−→ OX(−1,−1,−1,−1)⊕k −−−−→ T = ker g −−−−→ E −−−−→ 0

||
y y

0 −−−−→ OX(−1,−1,−1,−1)⊕k −−−−→
f

Gn ⊕ Gm −−−−→ Q = coker f −−−−→ 0

g
y y

OX(1, 1, 1, 1)⊕k OX(1, 1, 1, 1)⊕ky y
0 0

Since T is stable from theorem 3.6 above, we prove the cohomology bundle E is simple. The first step is to take the
dual of the short exact sequence

0 −−−−→ OX(−1,−1,−1,−1)⊕k −−−−→ T −−−−→ E −−−−→ 0

to get
0 −−−−→ E∗ −−−−→ T∗ −−−−→ OX(1, 1, 1, 1)⊕k −−−−→ 0.

Tensoring by E we get

0 −−−−→ E ⊗ E∗ −−−−→ E ⊗ T∗ −−−−→ E(1, 1, 1, 1)k −−−−→ 0.

Now taking cohomology gives:

0 −−−−→ H0(X, E ⊗ E∗) −−−−→ H0(X, E ⊗ T∗) −−−−→ H0(E(1, 1, 1, 1)⊕k) −−−−→ · · · ,
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which implies that
h0(X, E ⊗ E∗) ≤ h0(X, E ⊗ T∗) . (3)

Now we dualize the short exact sequence

0 −−−−→ T −−−−→ Gn ⊕ Gm −−−−→ OX(1, 1, 1, 1)⊕k −−−−→ 0 ,

to get
0 −−−−→ OX(−1,−1,−1,−1)⊕k −−−−→ Gn ⊕ Gm −−−−→ T∗ −−−−→ 0 .

For the sake of brevity we shall use the notation Hq(F ) in place of Hq(X, F ). Now twisting by OX(−1,−1,−1,−1)
and taking cohomology and get

0 −→ H0(OX(−2,−2,−2,−2)k) −→ H0(G n ⊕ G m) −→ H0(T∗(−1,−1,−1,−1)) −→ H1(OX(−2,−2,−2,−2)k) −→

−→ H1(G n ⊕ G m) −→ H1(T∗(−1,−1,−1,−1)) −→ H2(X,OX(−2,−2,−2,−2)k) −→ H2(G n ⊕ G m) −→

−→ H2(T∗(−1,−1,−1,−1)) −→ · · ·

from which we deduce H0(X, T∗(−1,−1,−1,−1)) = 0 and H1(X, T∗(−1,−1,−1,−1)) = 0 from Theorems 2 and 3.
Lastly, tensor the short exact sequence

0 −−−−→ O(−1,−1,−1,−1)⊕k −−−−→ T −−−−→ E −−−−→ 0 ,

by T∗ to get
0 −−−−→ T∗(−1,−1,−1,−1)k −−−−→ T ⊗ T∗ −−−−→ E ⊗ T∗ −−−−→ 0 ,

and taking cohomology we have

0 −−−−→ H0(X, T∗(−1,−1,−1,−1)k) −−−−→ H0(X, T ⊗ T∗) −−−−→ H0(X, E ⊗ T∗) −−−−→

−−−−→ H1(X, T∗(−1,−1,−1,−1)k) −−−−→ · · · .

But H1(X, T∗(−1,−1,−1,−1)k = 0 for k > 1 from above, so we have

0 −−−−→ H0(X, T∗(−1,−1,−1,−1)k) −−−−→ H0(X, T ⊗ T∗) −−−−→ H0(X, E ⊗ T∗) −−−−→ 0 .

This implies that
h0(X, T ⊗ T∗) ≤ h0(X, E ⊗ T∗) . (4)

Since T is stable then it follows that it is simple which implies h0(X, T ⊗ T∗) = 1. From (3) and (4) and putting
these together we have;

1 ≤ h0(X, E ⊗ E∗) ≤ h0(X, E ⊗ T∗) = h0(X, T ⊗ T∗) = 1 .

We have h0(X, E ⊗ E∗) = 1 and therefore E is simple.

Example 1. We construct a monad on X = P1 × P1 × P2 × P2 by explicitly giving the maps f and g. We define f
and g as follows:

f :=

Ö
0 0 y1 y0 0 0 −x1 −x0 0 0 t2 t1 t0 0 0 −z2 −z1 −z0

0 y1 y0 0 0 −x1 −x0 0 t2 t1 t0 0 0 0 −z2 −z1 −z0 0
y1 y0 0 0 −x1 −x0 0 0 t2 t1 t0 0 0 −z2 −z1 −z0 0 0

è
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and

g :=



x0 0 0
x1 x0 0
0 x1 x0

0 0 x1

y0 0 0
y1 y0 0
0 y1 y0

0 0 y1

z0 0 0
z1 z0 0
z2 z1 z0

0 z2 z1

0 0 z2

t0 0 0
t1 t0 0
t2 t1 t0

0 t2 t1

0 0 t2



,

from f and g we have the monad

0 −−−−→ OX(−1,−1,−1,−1)⊕3 −−−−→
f

Gn ⊕ Gm −−−−→
g

OX(1, 1, 1, 1)⊕3 −−−−→ 0 ,

where Gn := OX(0,−1, 0, 0)⊕4 ⊕OX(−1, 0, 0, 0)⊕4 and Gm := OX(0, 0,−1, 0)⊕5 ⊕OX(0, 0, 0,−1)⊕5.
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