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1. Introduction

M erdivenci [1] considered the following second-order boundary value problem for difference equations,
and established criteria for the existence of solutions by an application of a fixed point theorem:

(8%) @ -1) =fEy(@) CeN, M
Ay(0) B (Ay) (0) =0, Cy(T)+D (Ay) (T) =0, @

where A, B,C >0, A2+ B2 >0,D > 0with ACT+ AD+BC > 0; T € N3;y: N[ ™ - Rand f: N[ xR - R
is a continuous function with respect to its second argument. Also, Atici [2] proved the existence of solutions
for the nonlinear discrete Sturm-Liouville equation

(%) € 1) —ay(@) = f(&¥(2), ¢eN], )

with « > 0 subject to two-point homogeneous separated boundary conditions (2) using some results of
differentiable operators. Following these works, Aykut et al. [3] investigated the existence and uniqueness of
solutions for the boundary value problem (3) - (2) using fixed point theory under the following assumptions:
«>0,ABC,D>0A+B>0C+D >0,A+C > 0(if « = 0). Further, in [4-6], Atici et al. proved
the existence of solutions of the second-order nonlinear difference Eq. (3) for « > 0 with periodic boundary
conditions

y(0) =y(T), (Ay)(0) = (Ay)(T), (4)

using suitable fixed point theorems.
In 2015, Lyons and Neugebauer [7] studied the second-order nonlinear difference Eq. (1) satisfying the
anti-periodic boundary conditions

y(0) +y(T) =0, (Ay)(0)+ (Ay)(T)=0. 5)
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It is obvious that the second-order difference Eq. (1) associated with (4) or any of the following pairs of
two-point boundary conditions is at resonance.

(Ay) (0)

0, (Ay)(T) (6)
y(0) =0,

=0,
(Ay) (0) = (Ay) (T). )
At the same time, the boundary value problems (3) - (4) and (3) - (6) are nonresonant for « > 0. Recently,

the authors of [8-10] observed that the second-order difference Eq. (1) associated with the following pairs of
two-point boundary conditions is also at resonance.

y(0) =y(T), (by)(0)+ (Ay)(T) =0, 8)
y(0) +y(T) =0, (Ay) (0) = (Ay) (T). )

Inspired by these studies, in this article, we examine the second order difference equation

(%) (€ =1) —a(8y) (€~ 1) - By(0) = f(Cy(@), CeN], (10)
associated with the boundary conditions either (2) or
Ay(0) + By(T) =0, C(Ay)(0)+ D (Ay) (T) =0, (11)

wherea, B > 0; A,B,C,D € Rwith A2+ B% C2+D? > 0;T € Ny;y: N0 ™' - R,and f : N xR — Risa
continuous function with respect to its second argument.

Clearly, the boundary conditions (4), (5), (7), (8), and (9) are particular cases of (11). Moreover, a suitable
choice of & and B yield the boundary value problems (10) - (7), (10) - (8), and (10) - (9) non-resonant.

In particular, the following Tables 1 and 2 illustrate that the boundary value problems considered in [1-10]
as special cases of the boundary value problems (10) - (2) and (10) - (11):

Table 1. Special cases of the boundary value problem (10) - (2) studied in the literature

a | B| A B C D | Reference
0|>0]>0]|>0|>0 [1]

>0(0>0|>0|>0] >0 [2]
0/>20]>20]=>20]2>0 (3]

Table 2. Special cases of the boundary value problem (10) - (11) studied in the literature

« |B|A| B | C| D | Reference
>0(01]-1]1|-1 [4-6]

O |01 |1 [1]1 [7]

0O joj1|-1]|1]1 [8-10]

O |01 |1 |1]-1 [8-10]

Consequently, the results established in this article not only encompass the works of [1-10] as special
cases, but also extend to a broad range of second-order difference equations through appropriate choices of
the parameters « and B. Moreover, they accommodate a wide variety of boundary conditions via suitable
selections of the constants A, B, C, and D.

We organize the present article as follows: §2 contains preliminaries on discrete calculus [11] and fixed
point theory [12]. In §3, we obtain the expressions for the Green functions associated with the boundary value
problem (10) - (2) and (10) - (11). We also derive a few important properties of the Green functions, which we
will use to deduce the main results. In §4, we establish sufficient conditions for the existence of solutions to
the boundary value problems (10) - (2) and (10) - (11). §5 presents two examples to show the applicability of
the main results.
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2. Preliminaries

In this section, we present the following fundamentals of discrete calculus [11] and fixed point theory [12],
which we will use throughout the article. Denote by N, = {a,a+1,a+2,...} and Ng ={a,a+1,a+2,...,b}
for any real numbers a and b such that b —a € Nj.

Definition 1. [11] The forward jump operator ¢ : N; — N, is defined by
o(f)=¢+1, €N,

Definition 2. [11] Lety : N2 — R and M € Nj. The first-order forward difference of y is defined by

(By) (§) = y(0(2)) — (@), CeN,

and the M"-order forward difference of y is defined recursively by
(3%) @ = (5 (8%1)) @ gentM

Consider
By = :NT1_>R|A(O)_ ( )(0)*0 () ( )()*0 = 2
1 y 0 Y BAV ,CyT +D Ay 1 CR ’

and
By = {y : Ngﬂ — R | Ay(0) + By(T) =0, C(Ay) (0) + D (Ay) (T) = O} c RT+2,

Clearly, By and B, are Banach spaces equipped with the maximum norm defined by

[yl = max [y(2)],

T+1
geN,

for any y € Bj (or By).
We apply the Leray-Schauder nonlinear alternative to establish sufficient conditions for the existence of
solutions to the boundary value problem (10) - (11). We state this theorem as follows for convenience:

Theorem 1. [12] (Leray—Schauder Nonlinear Alternative) Let B = (B, || - ||) be a Banach space, C a closed, convex
subset of B, U an open subset of C and 0 € U. Suppose that T : U — C is a completely continuous map. Then, either
1. T has a fixed point in U, or
2. there existay € oU and A € (0,1) such that y = ATy.

3. Green functions & their properties

In this section, we obtain the expressions for the Green functions associated with the boundary value
problems (10) - (2) and (10) - (11). We also derive a few important properties of the Green functions, which we
will use to deduce the main results.

Denote by
A_(2+oc+ﬁ)—|- (a4 B)2+ 4B
— S ,
14+a A —a-—1
A:)\— =
A A ’

X
g(x):m_<1y) , xeN,

—X
h(x) = A7 — (“X"‘) , xeN,

w(x)=g(x+1)—(14+a)g(x), xe€Np,
w(x) =1 +a) h(x) —h(x+1), xeNp.
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Lemma 1. We have that
MAZ1+a+B2>1+w
QA2 —(2+a+B)A+ (1+a) =0
BGA>1;
4AN=0;
(5) g : Ng — R is a nonnegative nondecreasing function;
(6) h : Ng — R is a nonpositive nonincreasing function;
(7) w : Ng — R is a nonnegative nondecreasing function;
(8) w : Ng — R is a nonnegative nondecreasing function.

Proof. First, we prove (1). Consider

- (2+a+ﬁ)+2 (a PP +4p (2+“+/2+(“+ﬁ) —1tatp>1+a

The proof of (1) is complete. Next, we prove (2). The roots of the quadratic equation x> — (2 + & + 8)x +
(1+a)=0are

Q+a+B)EV/2+a+B)2-4(1+a) (Q+a+p)E/(a+p)2+48

2 2

Since
2+a+ )+ /(a+p)2+4p

> y
it satisfies the quadratic equation x?> — (24 a + B)x + (1 + a) = 0. The proof of (2) is complete. Now, we prove
(3). From (1), we have A > 1+« > 1. The proof of (3) is complete. Next, we prove (4). From (1) and (3), we
have 14% < 1and A > 1 implying that

L

1+« S

A=A— > 0.

The proof of (4) is complete. Now, we prove (5). Clearly, g(0) =0, g(1) = A > 0, and

2
2(2) = A2 - (11”‘) :A(A+1X“) >0,

For x € Ny, consider

(8g) (x) = g(x +1) —g(x)

_ )\x+1 o 1 + o o
o A

A
_ [Ax+17)\x} B <1X“>x+1 (H}:rx)x
—(A—D)AT— <1—)|\—a_1> (11—0‘)36
:(/\1))&+<111‘“> (1;:”‘)3(.

14+«

Clearly, A —1>0and 1 — > 0. Since A* > 0 and (”T“)x > 0 for all x € Ny, we obtain that

(Ag)(x) >0, xeNy,

implying that ¢ is a nonnegative nondecreasing function. Next, we prove (6). Clearly, #(0) = 0, and
plymg 8 g g P Y,

1 A 1+a—A

_ — <0.
T1a - Aita) =0
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For x € Ny, consider

14+«

—x—1
Clearly, A —1>0and 1 — > 0. Since A=*"! > 0 and (1%) ' > 0 for all x € Ny, we obtain that

(Ah) (x) <0, x €N,
implying that / is a nonpositive nonincreasing function. Now, we prove (7). Clearly,
w(0)=¢(1)—(1+a)g(0) =A>0.
For x € Ny, consider

(Aw) (x) =w(x+1) —w(x)
=[g(x+2) - (1+a)g(x+1)] — [g(x+1) — (1 +a)g(x)]
=g(x+2)—2+a)g(x+1)+ (14+a)g(x)

1—|—t¥ x+2 1—1—0{ x+1
x+2 [ 2 TH _ x+1 _ (2T %
A ( " ) 2+4) [A < " )

asafe- (3]
= [A2 - 24 @A+ (14 )AY]

(1;:“)“2 — (2+a) (11“)“1 +(1+a) (11““)}(

= A% [AZ—(2+0¢)A+(1+0¢)}
_% (1—)}\—0(
1

= [P -eror+a+n)sx+)

x+1
) [M— (2+rx))x+(1+rx)}

(22— @+a+pa+ (1+a)gx+1)

implying that w is a nonnegative nondecreasing function. Finally, we prove (8). Clearly,

A—a—1

w(0) = (14 a) 1h(0) — k(1) = A 2O

For x € Ny, consider

(Aw) (x) =w(x+1) —w(x)
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(1) (x4 1) = h(x+2)] = [(1+a)"h(x) = h(x +1)]

h(x)
. <1;:a) xl]

Ch(x+2) + <1+ 1;{) h(x+1) -

59
(el

() () () s ()]
1

= —iTH 2= @+ )A+ (1+a)| h(x+1)

(1+
1

(1413

)

1

e [/\2—(2+a+[3)A+(1+a)} h(x+1) =0,

implying that w is a nonnegative nondecreasing function. The proof is complete. [
Remark 1. To the end of this article, we assume that A # 0.

Lemma 2. A general solution of the homogeneous second-order difference equation

(%) @-D—w(@y) € -1) - ByQ) =0, {eN, (12)

is given by

¢
y(0) =CIA* + G, <1J/{(X) , CENy, (13)

where C1 and Cy are arbitrary constants.

Proof. In order to prove that (13) is a general solution of (12), it is enough to show that y;({) = A and

4
12(0) = <1;‘:“> are two linearly independent solutions of (12) on Ny. For { € Ny, consider

(8%1) (€= 1) = (M) (E = 1) = Byi(Q) = (T +1) = +a+Byi () + (1 + )y (C 1)
= AT 24 a4+ BIAS + (1T +a)Ast
:/\C_l[/\z—(2+o¢+ﬁ))\+(1+zx)}
=0,

and

(8%02) (C 1) = (Ay2) (T = 1) = Bya(Q) = 12 +1) = @+ a+ Bya(D) + (1 + w)ya(( — 1)
1+“>€H—(2+a+ﬁ)<1X“)§+(1+a)<1j;“)gl
(11”‘) (2+1x+ﬁ)<1;’x>+(1+0¢)

(””‘)g 2= @4 at PA+(1+0)
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¢
implying that i1 ({) = A% and y5(0) = <1—}i\—a) are solutions of (12) on Ny. Further, the Wronskian of y; and

Y2 is given by

W (y1,42) (§) = v1(0) y2(€2

(Ay1) (©)  (Ay2) C)|

¢
implying that y;({) = A and y,({) = (T‘) are linearly independent on Nj. The proof is complete. [

Lemma 3. Assume k is a real-valued function defined on a discrete set N1. A general solution of the nonhomogeneous
second-order difference equation

(%) (€ —1) —a(ay) €~ 1)~ y(@) = k(O), GeNy, (14)
is given by
— C_s
v =+ (154 Z)M*—Cjﬂ ]Mﬂ (15)
_C1A5+C2<1+lx> Z (16)

for { € No. Here Cq, Cy are arbitrary constants and

_ T+a\ 1
se-9 = (), sent

Proof. In view of Lemma 2, it is enough to show that

is a particular solution of (14). For this purpose, we claim that

(4%0) (€= 1) ~a (a0) (T 1) - po(() = k&), T M. a7)

To see this, for { € Ny, consider

(%) € —1)—a(80) (E—1) = po(2)
= o(C+1) = 2+a+B)o) + (1 +a)o(§—1)

6 o a\ &2
= & Late s+ k) - (FHE *ﬁ)zg @+ (F1") L e s Dk
— 1 sk + 8@k - 1] - (25 ) gk -1
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-2
n % Y [/\C—erl —2+a+pATE+(1+ oc)Ag‘s‘l} k(s)
s=1

152

7K§1 (ﬁ”‘)g_m - (2+a+p) <1X“>§_S+(1+a) (ﬁ“)g_s_l}k(s)
ko) + (P ) -1 - @ratpre-)

€7
+ %/\5*5*1 i {/\2 —2+a+pA+(1+ rx)} k(s)
s=1

O+ [P - @tatpa++a]kz-1)

(),

implying that (17) holds. The proof is complete. [

k
k

Remark 2. Consider (15). Then, for { € Ny,

(Ay) (©) =y(€+1) —y(0)

[(A 1A - (1;:“ - 1> (11‘“)H] k(s).
s=1

Using Lemmas 2 and 3, we obtain the expressions for the Green functions associated with the linear
boundary value problems

{(A@) C—1)—a(dy) (G —1)—By(g) =k(), ¢eN, )
Ay(0) — B(Ay) (0) =0, Cy(T)+ D (Ay)(T) =0,
and
{(Azy) (1) —a(dy) (C—1)—By(Q) =k({), CeN, )
Ay(0) + By(T) =0, C(Ay)(0)+D (Ay)(T) =0.

For convenience, we use the following notations:

E; = A+ BAT,
T+a\T
E,=A
2 +B< 1 ) ,
Ez = C+ DAT,
T
E4—C+D<1—;a> )

FL=A-B(A-1),

1+«
FF=A—-B -1
3 ( - )
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=CAT+D(A —1)AT,

B
1+« T 1+a 1+a T
P4c( " ) +D< ' _1>( " )

&= A[AC+BD(1+A)T] + AD [g(T +1) - g(T)] + BCw(T - 1),

—x = ACE(T) + AD [¢(T +1) — g(T)] + BCw(T — 1) + BD(A — 1) (1 1 1’“) 2(T).

Remark 3. To the end of this article, we assume that & # 0 and x # 0.

Lemma 4. Assume k is a real-valued function defined on a discrete finite set NT. Then, the linear boundary value

problem (19) has a unique solution given in the form

y(Z) = ;H(C,s)k(s» geNgt,
where
weo=x{ien, Lo
¢Ha(Z,5) =ADG(Z) [(T —5+1) — g(T — )]
+BCg(T —s)w({ —1) + BDA(1+a)Th(s — ), ({,s) € NITTx NG,
and

EH1(g,s) =ADg(Z) [§(T —s+1) — g(T —s)] + BCg(T — s)w({ — 1) + BDA(1 +a)"g(Z — 5)
+88(C—s), (g5) e Ny x NL.

Proof. From Lemma 3, a general solution of the second-order difference equation in (19) is given by

1 1 ¢
}/(C)—C1)\§+C2( +zx> + - Zg g—s)k(s), ¢eNj*t,

where C; and C; are arbitrary constants. It follows from Remark 2 that

A

(Ay><§>=cl<A—1>AC+cz(”"‘—1)(””‘)+ z {—s+1)—g({—s)]ks), N

Using Ay(0) + By(T) = 0in (22), we obtain
& Ay Yy
B T-1
CiE1 + QEy = A Y (T —s)k(s).
s=1

Using C (Ay) (0) + D (Ay) (T) = 0in (23), we obtain

T
(/\—1)C1E3+<1+(X—1> C2E4:—%2 T—s+1)—g(T—s)]k(s).
s=1
From (24) and (25), we have
C = _Aizj Z Klj\—a 1> BE4g(T —s) — DEy [¢(T—s+1) — g(T —s)]| k(s),
s=1

(20)

21

(22)

(23)

(24)

(25)

(26)
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and

1 T
C = AL Z [=B(A —1)Esg(T —s) + DE; [g(T —s +1) — g(T —s)]] k(s). (27)
Substituting the equalities (26) and (27) in (22), we obtain (20). The proof is complete. O

Remark 4. Imposing the boundary conditions Ay(0) + By(T) = 0 and C (Ay) (0) + D (Ay) (T) = 0 on the

general solution y({) = C1A¢ + Cy (HT"‘) of the associated homogeneous second-order difference equation

(8%) @ -1) —a(dy) € ~1)—py(@) =0, TeN],

yields a linear algebraic system for the constants C; and Cs:

(00 () (8) - 6)

The determinant of the co-efficient matrix of this system is given by —¢. The condition ¢ # 0 guarantees
that the homogeneous boundary value problem

{(Azyml)«mw( 1) - py(g) =0, {eNI,
Ay(0) +By(T) =0, C(Ay)(0)+ D (Ay)(T) = 0.

has only the trivial solution. Consequently, the linear boundary value problem (19) has a unique solution given
in the form (20).

Lemma 5. Assume k is a real-valued function defined on a discrete finite set NT. Then, the linear boundary value
problem (18) has a unique solution given in the form

y(0) =Y G(Z,s)k(s), TeNj*, (28)

where

1 {gl(g,s), s e N¢, 29)

Ga(Z,s), seN],
XG2(Z,8) = [Cg(T —5) + D (g(T —s+1) — g(T —s))] x [Ag(¢) + Bw(¢ —1)], (5,s) e N1 x NS, (30)

and

Gi(5,s) = Ga(C,s) +8(C—s), (g5) € Ng ' x NI, (31)

Proof. From Lemma 3, a general solution of the second-order difference equation in (18) is given by

-1
H“) +1Zg {—s)k(s), ¢eNIH, 32)

wo—qﬁ+q(

where C; and C; are arbitrary constants. It follows from Remark 2 that

4
@)@ =an-aére (1 -1) (15) s A S e —s ) - -slke), cen. 6

Using Ay(0) — B (Ay) (0) = 0in (32) - (33), we obtain

C1H +GFE =0. (34)
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Using Cy(T) + D (Ay) (T) = 0in (32) - (33), we obtain

T
CiFs + CoFy = —~ & L C8(T =)+ D (5(T s +1) ~g(T )] 5. (35)
From (34) and (35), we have
T

Z T—s)+D(g(T—s+1)—g(T—s))]k(s), (36)

and .
Co= 4L Y [C(T = 5) + D (§(T — s+ 1) = g(T )] k(s). @)

Xs:l

Substituting the equalities (36) and (37) in (32), we obtain (28). The proof is complete. [
Remark 5. Imposing the boundary conditions Ay(0) — B (Ay) (0) = 0 and Cy(T) + D (Ay) (T) = 0 on the
general solution y({) = C1A¢ + Cy (HT”‘> of the associated homogeneous second-order difference equation
(4%) (€ 1) —a(ay) € 1)~ Py(@) =0, CeN],

yields a linear algebraic system for the constants C; and Cy:

(B2 (2)-(b):

The determinant of the co-efficient matrix of this system is given by —x. The condition x # 0 guarantees
that the homogeneous boundary value problem

{(Azym—l)—a(aw( 1) - py(g) =0, {eNI,
Ay(0) — B (Ay) (0) =0, Cy(T)+ D (Ay) (T) =0,

has only the trivial solution. Consequently, the linear boundary value problem (18) has a unique solution given
in the form (28).

Lemma 6. The Green'’s function H({, s) given by (21) satisfies the following property:

T
Y M) <Y, 7eNi™,
s=1
where
1 T
Y = ] 1 AlIDIg(Z ; T—s+1)—g(T-s)]

T ¢
+ [B|Clw (g — 1) ;g(T—s) +|BIID|A(1+a)" ;g(é—s)
T 4
+ |BJ|IDIA(1 +a)" nglh(sfﬁ)l + Zlg(és)>

Proof. For € Ng +1 consider

T T 4
; [H(C,s)| = ;|7‘lz(§/5)| + ; [H1(Z,s)]
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T
fglé‘HzCS leaHlés
T
Z ADg(0) [¢(T—s+1) —g(T—s)]+ BCg(T —s)w({ —1)
4 ¢
Z BDA(1+a)Tg(¢ —s)| + |§| Z BDA(1+a)Th(s — {) +;g(€—s)
T
T ¢
+ |B||Clw(Z —1) Y (T —s) + |B||D|A(1 + ) Z
s=1 s=1
4
+|BHD|A(1+0¢)T§V1(S—G)I +;g(C—S)
<Y.
The proof is complete. [
Lemma 7. The Green's function G({, s) given by (29) satisfies the following property:
T
Y 16(Cs) <0, eNgT,
s=1
where
— T 4
® = max <[|A|g(§)+|B|w(§ 1)]x |C|Zg( —s +\D|Z T—s+1)—g(T—s)] —l—Zg(@—s))
geni+t x| s=1 s=1
Proof. For ( € Ng +1 consider
T T ¢
Z%IQ(C,S)I = ZgIQz(C,S)\ + ) 1G1(8,9)]
s= 5= s=1
1 1 &
= m5§|xg2(g,5)‘ + mszzl |Xg1(C/S)|
T 4
ST [C8(T—5) + D ((T —s+1) = g(T —5))] [Ag(Z) + Bw( - 1)] | + }_ g(¢ —s)
s=1 s=1
_ T ¢
< 1A €=Ul ey gr—5) 4101 Y fo(T = s41) (T =5)] | + L (@)

<0.
The proof is complete. [

4. Main Results

This section establishes sufficient conditions on the existence of solutions to the boundary value problems
(10) - (2) and (10) - (11). Lemma 5 implies the equivalence between the solutions of (10) - (2) and the solutions
of the summation equation

T
(&) = ZIQ(QS)f(s,y(S)), geNgt.

s=
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Similarly, Lemma 4 implies the equivalence between the solutions of (10) - (11) and the solutions of the
summation equation

T
y(Q) = ;H(C,S)f(sfy(S))/ geNg*t

Define the operators R : B — By and & : B, — B, by

~

RRy) (§) = 1Q(€,S)f(5,y(5))/ geNg*,

S

and

T
() (€)= LHE) oy, N

It follows from Lemma 5 that y is a fixed point of A if, and only if, y is a solution of (10) - (2). Also, from
Lemma 4, y is a fixed point of & if, and only if, y is a solution of (10) - (11). Let

L={yeB:|yll <n},

and
K={yeB: |yl <r}.

Clearly, L and K are nonempty bounded closed convex subsets of the finite dimensional normed space B;
and By, respectively.
Now, we apply Theorem 1 to discuss the existence of solutions to (10) - (2) and (10) - (11).

Theorem 2. Assume the following conditions hold:
(C1) There exist p : NI — [0, 00) and a nondecreasing function q : [0,00) — [0, c0) such that

F@ < p@alyl), (@ y) €N xR.

(C2) There exists N > 0 such that
L > 1
YQq (N) !
where

Q = max p(Q).
7eNT

Then, (10) - (11) has a solution in Bj.
Proof. Since Ng +1 is a discrete set, BB, is finite dimensional normed space and & is a continuous operator, it

follows immediately that & is completely continuous.
Next, we suppose iy € B; and that for some 0 < v < 1,y = vSy. Then, for { € Ng“, and again by (C1),

(D)
[H (G 9] 1f(s,5(s))]

y(O)] =1

<
G
<

IA
1=

v
I
—

IN
1=

11, 9) p(s)g (ly(s)])

wn
Il
—_

T
<4 (llyll) ; [H(8,s)| p(s)

<YOq (llylh),
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implying that
[yl
YQq (llyl)

It follows from (C2) that ||y|| # N. If we set

u={yeB:lyl<n},

then the operator G : U — B; is completely continuous. From the choice of U, there is no y € dU such that
y = vy for some 0 < v < 1. It follows from Theorem 1 that & has a fixed point yy € U, which is a desired
solution of (10) - (11). O

Theorem 3. Assume the following conditions hold:
(C1) There exist p : NI — [0, 00) and a nondecreasing function q : [0,00) — [0, c0) such that

F@I<p@aliyvl), (Cy) €N xR

(C3) There exists M > 0 such that

®0g (M) ~
where
0 = max p(0).
geNT

Then, (10) - (2) has a solution in .

Proof. Since Ng *1is a discrete set, B is finite dimensional normed space and A is a continuous operator, it
follows immediately that 94 is completely continuous.
Next, we suppose y € B and that for some 0 < v < 1, y = vAy. Then, for { € Ng“, and again by (C1),

(0] =

2
&
s
=
O

G(E,s)[1f (s, y(s))]

IA
1= =

w
I
—

IA
1=

G(Z,s)| p(s)q (ly(s))

s=1

T
q (llvl) Z (&8)[p(s)
=1
< ®QLI(|IyH)
implying that vl
W g
©0q (llyll) ~

It follows from (C2) that ||y|| # M. If we set

v={yeB:lyl<m},

then the operator R : V — B is completely continuous. From the choice of V, there is no y € 9V such that
y = vRy for some 0 < v < 1. It follows from Theorem 1 that R has a fixed point yy € V, which is a desired
solution of (10) - (2). O

5. Examples

In this section, we provide two examples to demonstrate the applicability of established results.
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Example 1. Consider (10) - (11)withA=B=C=D=1,T=5a=1,8=0and f({,s) = {s* Clearly,

@) <p@asl), (Cs) €Ny xR,

where
P(g) = g/ g S NS/

and
q(sl) = s> =5> seR
Also, p : NJ — [0,00) and g : [0,00) — [0, 00) is a nondecreasing function. Thus, the assumption (C1) of

Theorem 2 holds. Further, we have

Q = maxp({) =5.
7eN3

Now, we calculate Y. We have A =2, A =1,

g(x)=2"-1, xeNp,
h(x)=27*—=1, x€eNy,
wx)=1, xeNy,

w(x) = %, x € Np.

Also,

F=A [Ac +BD(1 +A)T] + AD[g(T +1) — g(T)] + BCw(T — 1)
=1+3+20-2°+1
=277,

implying that ¢ = —277. The corresponding Green’s function is given by

Z
HEs) = {Z:(?s), s € N,

5
(C,s), se Nz,
where .
- = {—s+6
Ha(6r8) = =57 (2 33)’
and 213 244
_ SV f—s _ =2
Ha(69) = 5752 277
Consequently,
. AIDIS@) Y s ) —g(T—s)]
Y = — max Al||D|g(C T—s+1)—g(T-s
18] zenI+t 8 4 8 §
T 4
+ |BJ|Clw (¢ Z T—s)+|B|[DIA(1+a)" Y g(Z—s)
s=1 s=1

+ |B||D|A(1 +«) Z|h s—C

4
+§g(€—5)>
1 5 5 7
- ﬁ?&‘%}g‘ ([g(g) Y [g(6—5)—g(5-s)]+w(@—1)) 8(5~s)+(32) Zg(é—s)

5
+(32) ;Ih(s—é)
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We have
Z Z
=Y 26=s-%"1
s=1 s=1
26 -1
-5 -
=2_7-1,

Z|h s— |—2[1—2€*S}

5=(

e
o9

and

5
=) 20" -Y'1-26

s=1

=2

]526
=62 — 31 =31.

Then,
2;7 mex ( [31 (25 1) +26+ (32) (28 ~¢-1)

+(32) (4—C+2€*5) +(2§—C—1)> :%.

Then, there exists 0 < N < 19300 such that

N

Yog () Y

implying that the assumption (C2) of Theorem 2 holds. Therefore, by Theorem 2, the boundary value problem
(10) - (11) has a solution in ;.
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Example 2. Consider (10)- (11) withA=B=C=D=1,T=5a=0,8= % and f(Z,s)

@) <p@asl), (5s) €Ny xR,

where
p(Q)=¢ (€N,
and
q(ls|) = |s|2 =52, seR.

= (5% Clearly,

Also, p : NJ — [0,00) and g : [0,00) — [0, 00) is a nondecreasing function. Thus, the assumption (C1) of

Theorem 2 holds. Further, we have

Q = maxp(d) =5.
7eNy

Now, we calculate Y. We have A =2, A = %,

g(x)=2"=-27%, xeNy,
h(x) =27*=2%, x €N,
w(x) =2"+27""1, x €N,
w(x) =2"+27*"1 xeN,.

Also,
~¢ = A[AC+BD(1+A)T| + AD [g(T +1) - g(T)] + BCw(T -
_3 5 6_n=6] _[+5_ =5 4 H-5
=2 (1457 + [ 27 - [P 2% + 2442
26499
64 '
implying that ¢ = 26499 . The corresponding Green’s function is given by
H(s) Hi(g,s), seNg,
'Hz(g ), S € Ng,
where

1)

EH(Gs) = (28 —278) (2870428t o (2570 =270 (2 27 ) 3 (20 -2

and

$Hi(G5) = (2 -27¢) (2642 60)

n (25—5 . 25—5) (2§—1 +2—5) +3 (25—5—1 — 25—5—1) t¢ (2€—S — 25—5) .

Consequently,

T

[AIDIg(0) Y. [8(T —s+1) —g(T —s)]

1
Y = — max
18] genT+ =
T g

+|B||Clw(C Z T —s)+ |B||D|A(14a)T Z

s=1 s=1

+ ;g(é—s)>

+[B|IDIA(L +a)" ; [h(s = )
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5 4
=2624992%([g(@);[g<6—s>—g<5—s>1+w<§—1>§g<5—s>+<3z>;g<g—s>
5 4
+(32)§|h(s—é)| +218(C—5)>
We have
9 g AN
R 2
Ls-9= 125 (3)
= ()
=)
=26 42176 3,
_ DN e
E'“*“‘E[(z) z]
5 1 {—s 5
= - — Y b
L) %
5- . 50 71\
a s:O2 - s=0 (2>
- [5Y ()™
R
=200 4285 _3
> 465
5-5)=2242%-3="T,
zgig( ) =22+ e
and
5 5 5
;[g(6—5)—g(5—8)]=;g(6—8)—;g(5—8)
Sl o (1\°°| 465
EIaNONE
5 L 5 1 6—s 465
rrnl)
_L[E-1] 1-‘(%)5 465
- [2—1]2 1_(% 16
1023
T3
Then,

1%%9 (25-2—@) +»§S? (25—1+-2—5)—+(32)(zé—rzl—é-—s)

Y = i max
N 26499 éENg

44&Mf¥+%*—g

319360
T A
+(2+2 3)) 26499 °
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Then, there exists 0 < N < 53% such that

L >1

YQq(N)
implying that the assumption (C2) of Theorem 2 holds. Therefore, by Theorem 2, the boundary value problem
(10) - (11) has a solution in ;.

6. Conclusion

In this article, we established sufficient conditions for the existence of solutions to the boundary value
problems (10) - (2) and (10) - (11) using Leray—Schauder nonlinear alternative. The results established in this
article not only subsume the works of [1-10] as particular cases, but also extend to a broad class of second-order
difference equations through appropriate choices of the parameters & and . Moreover, they accommodate a
wide variety of boundary conditions via suitable selections of the constants A, B, C, and D. To the best of our
knowledge, no existing studies in the literature address the existence of solutions for the discrete boundary
value problems (10) - (2) and (10) - (11) by employing nonlinear analytical techniques such as fixed point
theory, fixed point index theory, coincidence degree theory, critical point theory, or variational methods.
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